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(7) ABSTRACT

A software module is presented that enables a person to
determine the relevance of an electronic document while
preventing the person from making a complete copy of the
document. In one embodiment, this is accomplished by
displaying an image that represents a region of interest and
conveys the context of the region of interest within the
document while distorting other portions of the document.
In one embodiment, the software module is used in con-
junction with a search engine to generate an image of a
search result document.
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IMAGE DISTORTION FOR CONTENT SECURITY

BACKGROUND OF THE INVENTION
[0001] 1. Field of the Invention

[0002] The present invention relates to document security
and, more particularly, to preventing a user from obtaining
a complete copy of a document.

[0003] 2. Description of the Background Art

[0004] 1t is easier to make a complete copy of information
in electronic form than it is to make a complete copy of
information in physical form. This fact makes content own-
ers wary of making their electronic information accessible
by the public. However, content owners desire to provide
their content to users, often for a fee, and would benefit by
having this information be searchable, in order to assist users
in finding content that is relevant to their interests and needs.
Users of search engines in particular expect to be able to
view the relevant portions of a document or other content
prior to purchasing the content. However, providing users
access to the relevant portions typically results in giving
users access to the entire document in a way that allows the
user to make a complete copy of the content without paying
for it.

[0005] Alternatively, it is possible to prohibit users’ access
to the relevant portions of a document until payment is
received. However, in that situation, users are unable to see
the relevant portions of the document and thus cannot best
judge whether the document satisfies their interests or needs
and, as a result, are less likely to purchase the content.
Various other technologies have been developed with the
goal of allowing a user to view a document while preventing
the user from making a copy of it. These technologies
include, for example, modifying the user’s browser to dis-
able printing and specifying that an image, if printed, should
be blank. While many technologies exist, each of them can
be circumvented.

[0006] What is needed is a way to allow a user to view an
electronic document while preventing the user from making
a copy of it.

SUMMARY OF THE INVENTION

[0007] A method for generating an image is presented,
wherein the image displays a document, and the document
is relevant to a search query. The method comprises gener-
ating a first image portion, the first image portion containing
a region of interest, the region of interest being a portion of
the document that is relevant to the search query; generating
a second image portion, the second image portion compris-
ing a second portion of the document that contains the region
of interest, the second image portion being distorted; and
generating an image comprising the first image portion and
the second image portion.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] FIG. 1A illustrates an undistorted image of a
document.
[0009] FIG. 1B illustrates a distorted image of the same

document as that shown in FIG. 1A, according to one
embodiment of the invention.
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[0010] FIG. 2A illustrates an image of the same document
as that shown in FIG. 1A, according to one embodiment of
the invention.

[0011] FIG. 2B illustrates an image of the same document
as that shown in FIG. 1A, according to another embodiment
of the invention.

[0012] FIG. 3 illustrates a block diagram of a general-
purpose computing device for implementing the invention
according to one embodiment.

[0013] FIG. 4 illustrates a block diagram of a software
architecture for a system according to one embodiment of
the invention.

[0014] FIG. 5 illustrates a flowchart of a method per-
formed by a main program, according to one embodiment of
the invention.

[0015] FIG. 6A illustrates an image similar to the image
shown in FIG. 2A where a search term is underlined,
according to one embodiment of the invention.

[0016] FIG. 6B illustrates an image similar to the image
shown in FIG. 2B where a search term is underlined,
according to one embodiment of the invention.

[0017] The figures depict a preferred embodiment of the
present invention for purposes of illustration only. One
skilled in the art will readily recognize from the following
discussion that alternative embodiments of the structures
and methods illustrated herein may be employed without
departing from the principles of the invention described
herein.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

[0018] Search engine results typically comprise a list of
links to electronic documents that satisfy a search query. In
this disclosure, a “document” is understood to include any
textual, graphical, visual, multimedia, or other type of work
for which a visual representation can be derived and pre-
sented to a user. In order to determine whether a particular
electronic document is relevant to a user’s interests or needs,
the user views the document. This is generally performed by
clicking on the link associated with the document, which
causes the document to be displayed.

[0019] Although the entire document is usually displayed,
a document’s relevancy can frequently be determined based
on a portion of the document that is relevant to the search
terms (a “region of interest”). A ROI can be, for example, a
word, a sentence, a paragraph, a table, a graphic, or any other
textual, graphical, visual, multimedia, or video element or
the like, depending on the type of content involved. While
the user does not need to see the entire document in order to
determine whether it is relevant, it is useful to know the
context of the ROI within the document.

[0020] One embodiment of the invention enables a person
to determine the relevance of an electronic document while
preventing the person from making a complete copy of the
document. In one embodiment, this is accomplished by
displaying an image that represents a ROI and conveys the
context of the ROI within the document while distorting
other portions of the document.
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[0021] FIG. 1A illustrates an undistorted image of a
document. Image 100A is a single page of a lengthy docu-
ment, and is exemplary of images shown by conventional
imaging tools that are used to display electronic documents.
If so inclined, a user can copy the entirety of the text (or
image) portions shown and use these copied portions with-
out permission from, or payment to, the owner of the
document. Image 100A is derived from a document that can
be in, for example, text format, image format, a markup
language, a page description language, or other format.

[0022] FIG. 1B illustrates a distorted image of the same
document as that shown in FIG. 1A, according to one
embodiment of the invention. Image 100B may be created
directly from the underlying document, or it may be created
from an undistorted image of the underlying document, such
as image 100A. Using the second option, image 100B is
created by distorting the undistorted image 100A. While
there are many ways to distort an image, in one embodiment,
the image 100A is distorted by using pixelation and also by
decreasing the brightness level of portions of the image that
are outside of a region of interest of the user.

[0023] In one embodiment, the user is not shown a com-
plete, undistorted image of the document and thus is pre-
vented from making a copy of the undistorted document.
However, the user is still able to determine the relevance of
the document to the user’s needs, and thus, for example,
whether the user should purchase the document or not. FIG.
2A illustrates an image of the same document as that shown
in FIG. 1A, according to one embodiment of the invention.
FIG. 2B illustrates an image of the same document as that
shown in FIG. 1A, according to another embodiment of the
invention.

[0024] 1Inone embodiment, an image 200 enables a user to
determine the relevance of the underlying document by
displaying an undistorted image portion 210 of a first portion
of the document and a distorted image portion 220 of a
second portion of the document. In one embodiment, the
second portion of the document is one page of the document
(for example, if the document is a multi-page document). In
another embodiment, the second portion of the document is
an area of the document (for example, if the document is
graphical).

[0025] In the illustrated embodiments, image 200A com-
prises image portions 210A and 220A, and image 200B
comprises image portions 210B and 220B. As illustrated in
FIGS. 2A and 2B, the first portions 210A, 220A of the
documents comprise three partial lines of text, with the first
partial line being “This is sample text.” The second portions
210B, 220B comprise the remaining contents of the page
represented by image 200.

[0026] In a preferred embodiment, the first portion of the
document is the user’s ROI (i.e., a portion of the document
that is relevant to the user’s search terms). The contents of
image portion 210, which displays the user’s ROI, should be
readable by a typical user so that the user can determine
whether the ROI is relevant. In one embodiment, image
portion 210 is undistorted, similar to image 100A. In another
embodiment, image portion 210 is modified to help the user
determine the relevance of the document. For example,
image portion 210 may indicate the presence of search terms
by displaying these terms with underlining, or outlining, or
highlighting. FIG. 6A illustrates an image similar to the
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image shown in FIG. 2A where a search term is underlined,
according to one embodiment of the invention. FIG. 6B
illustrates an image similar to the image shown in FIG. 2B
where a search term is underlined, according to one embodi-
ment of the invention.

[0027] In a preferred embodiment, the second portion of
the document is that which corresponds to the page that is
represented by image 200. Image portion 220, which dis-
plays the second portion of the document, should be dis-
torted so that its contents are unreadable by a typical user or
otherwise degraded to devalue or impair a user’s use or
copying of them. For example, an image portion 220 can be
pixilated, blurred, tinted, or converted to a lower resolution.

[0028] 1Inone embodiment, the relative locations of undis-
torted image portion 210 and distorted image portion 220
within image 200 convey the context of the ROI within the
page of the document that is being displayed. In FIG. 2A,
for example, image 200A shows undistorted image portion
210A being located “on top of” distorted image portion
220A at a similar place to where the ROI would be located
within the page of the document that is being displayed. In
contrast, in FIG. 2B, image 200B shows undistorted image
portion 210B being located next to distorted image portion
220B and also shows a “callout”230 from distorted image
portion 220B to undistorted image portion 210B.

[0029] Embodiments of the invention will now be further
described below with reference to FIGS. 3-5. FIG. 3
illustrates a block diagram of a general-purpose computing
device for implementing the invention according to one
embodiment. The computing device 300 preferably includes
a processor 310, a main memory 320, a data storage device
330, and a network controller 380, all of which are com-
municatively coupled to a system bus 340. Computing
device 300 may be, for example, a workstation, a desktop
computer, a laptop computer, a tablet computer, a personal
digital assistant (PDA), or any other type of computing
device.

[0030] Processor 310 processes data signals and com-
prises various computing architectures including a complex
instruction set computer (CISC) architecture, a reduced
instruction set computer (RISC) architecture, or an archi-
tecture implementing a combination of instruction sets.
Although only a single processor is shown in FIG. 3,
multiple processors may be included.

[0031] Main memory 320 stores instructions and/or data
that are executed by processor 310. The instructions and/or
data comprise code for performing any and/or all of the
techniques described herein. Main memory 320 is preferably
a dynamic random access memory (DRAM) device, a static
random access memory (SRAM) device, or some other
memory device known in the art.

[0032] Data storage device 330 stores data and instruc-
tions for processor 310 and comprises one or more devices
including a hard disk drive, a floppy disk drive, a CD-ROM
device, a DVD-ROM device, a DVD-RAM device, a DVD-
RW device, a flash memory device, or some other mass
storage device known in the art.

[0033] Network controller 380 links the computing device
300 to a network (not shown).

[0034] System bus 340 represents a shared bus for com-
municating information and data throughout the computing
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device 300. System bus 340 represents one or more buses
including an industry standard architecture (ISA) bus, a
peripheral component interconnect (PCI) bus, a universal
serial bus (USB), or some other bus known in the art to
provide similar functionality.

[0035] Additional components that may be coupled to the
computing device 300 through system bus 340 include a
display device 350, a keyboard 360, and a cursor control
device 370. Display device 350 represents any device
equipped to display electronic images and data to a local
user or maintainer. Display device 350 is a cathode ray tube
(CRT), a liquid crystal display (LCD), or any other similarly
equipped display device, screen, or monitor. Keyboard 360
represents an alphanumeric input device coupled to com-
puting device 300 to communicate information and com-
mand selections to processor 310. Cursor control device 370
represents a user input device equipped to communicate
positional data as well as command selections to processor
310. Cursor control device 370 includes a mouse, a track-
ball, a stylus, a pen, cursor direction keys, or other mecha-
nisms to cause movement of a cursor.

[0036] 1t should be apparent to one skilled in the art that
computing device 300 includes more or fewer components
than those shown in FIG. 3 without departing from the spirit
and scope of the present invention. For example, computing
device 300 may include additional memory, such as, for
example, a first or second level cache or one or more
application specific integrated circuits (ASICs). As noted
above, computing device 300 may be comprised solely of
ASICs. In addition, components may be coupled computing
device 300 including, for example, image scanning devices,
digital still or video cameras, or other devices that may or
may not be equipped to capture and/or download electronic
data to/from computing device 300.

[0037] FIG. 4 illustrates a block diagram of a software
architecture for a system according to one embodiment of
the invention. Generally, several code modules and memory
storage areas are stored in the memory 320 for generating an
image that represents a portion of a document and conveys
the context of that portion within the document. Specifically,
the code modules and memory storage areas include a main
program module 400, a document-to-image conversion
module 410, an image distortion/modification module 420,
an image generation module 430, and a document and image
repository module 440. Code modules 400, 410, 420, and
430 and memory storage arca 440 are communicatively
coupled to each other.

[0038] Main program module 400 transmits instructions
and data to as well as receives data from each code module
and memory.

[0039] Document-to-image conversion module 410 gen-
erates, given an electronic document, an image of at least
one page of that document. In a typical embodiment, docu-
ment-to-image conversion module 410 generates a separate
image for each page of the document that contains one or
more of the search terms (or conceptually related terms) of
the user’s query.

[0040] In one embodiment, document-to-image conver-
sion module 410 generates undistorted image 100A. Undis-
torted image 100A may be cropped to display only the user’s
ROI and then used as undistorted image portion 210. Alter-
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natively, undistorted image 100A may be distorted using
image distortion/modification module 420 and then used as
distorted image portion 220. In one embodiment, after
document-to-image conversion module 410 has generated
undistorted image 100A, undistorted image 100A is stored
using document and image repository module 440 so that
undistorted image 100A does not have to be generated again.

[0041] In an alternative embodiment, document-to-image
conversion module 410 generates distorted image 100B.
Distorted image 100B may be used as distorted image
portion 220. In one embodiment, after document-to-image
conversion module 410 has generated distorted image 100B,
distorted image 100B is stored using document and image
repository module 440 so that distorted image 100B does not
have to be generated again. Many distortion methods may be
used. These methods include, for example, pixelation,
change of brightness, change of contrast, blurring, and
image filtering. Document-to-image conversion module 410
may use one or more of these methods to generate distorted
image 100B.

[0042] Document-to-image conversion module 410 may
also generate an image that has been modified based on the
user’s search terms (e.g., by highlighting the search terms
within the image). This modified image could be either
undistorted or distorted. If the modified image is undistorted,
it could be cropped to display only the user’s ROI and then
used as undistorted image portion 210. If the modified image
is distorted, it could be used as distorted image portion 220.
In one embodiment, a modified image would not be saved
because its use is limited to a query containing the same
search terms.

[0043] Document-to-image conversion module 410 can
generate an image in several ways. If the electronic version
of the original document is a PDF document, for example,
document-to-image conversion module 410 can use the
capabilities of PDF software to output the document’s
contents as an image. If it is a word processing file, docu-
ment-to-image conversion module 410 can print the docu-
ment’s contents to a file (rather than to a printer) as an
image. If it is an image (e.g., a physical document that has
been scanned), document-to-image conversion module 410
can further process the image as necessary. For example,
document-to-image conversion module 410 can divide the
image into several parts and/or reduce the resolution of the
image by downsampling. Another possibility is for docu-
ment-to-image conversion module 410 to use a software
conversion program that converts a specific type of elec-
tronic file to an image.

[0044] Image distortion/modification module 420 gener-
ates, given an image, a different version of that image. In one
embodiment, image distortion/modification module 420
generates a distorted version of the image 100B. As dis-
cussed above with reference to document-to-image conver-
sion module 410, distorted image 100B may then be stored
and/or used as distorted image portion 220. Many distortion
methods may be used. These methods include, for example,
pixelation, change of brightness, change of contrast, blur-
ring, and image filtering. Image distortion/modification
module 420 may use one or more of these methods to
generate distorted image 100B.

[0045] In another embodiment, image distortion/modifi-
cation module 420 generates an image that has been modi-
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fied based on the user’s search terms (e.g., by highlighting
the search terms within the image). This modified image
could be either distorted or undistorted. As discussed above
with reference to document-to-image conversion module
410, this modified image could be used as distorted image
portion 220 or cropped and then used as undistorted image
portion 210. In one embodiment, the modified image would
not be saved.

[0046] Image generation module 430 generates an image
200 that 1) represents a portion of a document (such as a
ROI) and 2) conveys the context of that portion within the
document. In one embodiment, image 200 comprises image
portions 210 and 220. Image portion 210 is used to represent
the ROI, while image portions 210 and 220 are used to
convey the context of the ROI by indicating the location of
the ROI within the document.

[0047] Many types of images 200 can be used to indicate
the context of the ROI. One simple example is shown in
FIG. 2A. Image 200A is a composite image comprising
image portions 210A and 220A such that the combination of
image portions 210A and 220A appears to be a single
document. In one embodiment, image portion 210A is
overlaid on image portion 220A such that image portion
210A covers the portion of image portion 220A that contains
the ROL.

[0048] In one embodiment, image portion 210A has a
similar appearance to image portion 220A except that image
portion 220A is distorted and image portion 210A is not. In
another embodiment, image portion 210A has a different
appearance from image portion 220A, besides the fact that
image portion 220A is distorted and image portion 210A is
not. This difference in appearance helps distinguish image
portion 210A from the rest of image 200A and thereby
makes it easier for the user to find image portion 210A
within image 200A. For example, the font and/or back-
ground color of image portion 210A may differ from the font
and/or background color of image portion 220A. Similarly,
image portion 210A may be outlined, forming a bounding
box (e.g., a rectangle) that extends a minimum distance (e.g.,
0.5") outside of the contents of image portion 210A.

[0049] Another example of an image that can be used to
indicate the context of the ROI is shown in FIG. 2B. Image
200B similarly comprises image portions 210B and 220B,
but image 200B does not overlay image portion 210B onto
image portion 220B. Instead, image 200B places image
portion 210B outside of image 220B and uses a “callout”230
from image portion 210B to the location of the ROI within
distorted image 220B.

[0050] In one embodiment, image generation module 430
generates a location map of the displayed document page
showing the location of the ROI. Image generation module
430 then uses this map to generate image 200 such that
image 200 indicates the context of the ROI. In one embodi-
ment, image generation module 430 determines the location
of the ROI based on the locations of words within the ROI.
The locations of these words are obtained by querying
document and image repository module 440.

[0051] Document and image repository module 440 stores
documents and/or images. These images may include, for
example, undistorted images 100A of a document and dis-
torted images 100B of a document. If a document exists in
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electronic format, the electronic format is stored in docu-
ment and image repository module 450. If no electronic
format exists, then the document is digitized by, for
example, scanning the document and/or performing Optical
Character Recognition (OCR) on it. The results are then
stored in document and image repository module 450.

[0052] Document and image repository module 440 also
stores positions of words within documents and/or images.
For example, document and image repository module 440
stores, for each word in an image or document, the dimen-
sions of the smallest box that can enclose the word (the
word’s “bounding box”) and the location of the box in the
image or document (e.g., in X,y coordinates). Given a file
that contains text, determining a word’s bounding box is
known to those of ordinary skill in the art. In one embodi-
ment, if the file is an image file, the image is converted to
text by OCR’ing it. As a by-product of the OCR process, the
dimensions and locations of bounding boxes can be deter-
mined.

User Scenario

[0053] FIG. 5 illustrates a flowchart of a method per-
formed by a main program, according to one embodiment of
the invention. This method may be used, for example, in
conjunction with a search engine. Before the method of
FIG. 5 begins, a user enters a query into a search engine.
The query may contain various search terms and expres-
sions.

[0054] The search engine then generates a set of results,
typically a list of documents. Each result represents a
reference to a document that is relevant to the query. A
document can be relevant to a query because, for example,
its contents directly “match” the query terms (e.g., using a
textual match). Alternatively, a document can be relevant
because its contents are conceptually, semantically, or topi-
cally related to the query terms. Similarly, a document can
be relevant because meta-information associated with the
document (e.g., the document’s author or publication date)
satisfy the query. The particular way in which the search
engine determines relevant documents is not material to the
invention, which may be used with any type of search
engine.

[0055] When a user selects one of the search results (e.g.,
by clicking on a link of the document’s name), the search
engine determines a portion of the document that is relevant
to the query (a ROI). The search engine also determines
where query terms appear in the document, if at all. This
process is known to those of ordinary skill in the art. Main
program module 400 then begins 500.

[0056] Steps 510 and 520 may occur in any order, includ-
ing simultaneously. Main program module 400 generates
510 distorted image portion 220. Distorted image portion
220 is, for example, a page of the selected document that
contains the user’s ROI. In one embodiment, distorted image
portion 220 is not modified based on the user’s query. In this
embodiment, main program module 400 uses a distorted
image of the selected page 100B as distorted image portion
220. There are several ways to obtain distorted image 100B.
A few of these ways are described below.

[0057] In one embodiment, main program module 400
retrieves distorted image 100B from document and image
repository module 440 if image 100B exists.
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[0058] In another embodiment, if image 100B does not
exist, main program module 400 retrieves an undistorted
image of the selected page 100A from document and image
repository module 440 if image 100A exists. If image 100A
does exist, main program module 400 distorts image 100A
using image distortion/modification module 420, thereby
generating image 100B. In one embodiment, main program
module 400 also stores image 100B in document and image
repository module 440 for later use.

[0059] Inyetanother embodiment, if image 100A does not
exist, main program module 400 retrieves the selected
document from document and image repository module 440.
Main program module 400 then generates an image from the
document using document-to-image conversion module
410. In one embodiment, main program module 400 uses
document-to-image conversion module 410 to generate dis-
torted image 100B. In one embodiment, main program
module 400 also stores image 100B in document and image
repository module 440 for later use.

[0060] In another embodiment, main program module 400
uses document-to-image conversion module 410 to generate
undistorted image 100A. In one embodiment, main program
module 400 stores image 100A in document and image
repository module 440 for later use. Main program module
400 then distorts image 100A using image distortion/modi-
fication module 420, thereby generating image 100B. In one
embodiment, main program module 400 also stores image
100B in document and image repository module 440 for
later use.

[0061] In another embodiment, distorted image portion
220 is modified based on the user’s query. In this embodi-
ment, main program module 400 obtains distorted image
100B as described above. Then, main program module 400
uses image distortion/modification module 420 to modify
image 100B based on the user’s query. This modified image
is then used as distorted image portion 220.

[0062] Main program module 400 generates 520 undis-
torted image portion 210. Undistorted image portion 210 is,
for example, the user’s ROIL. In one embodiment, undis-
torted image portion 210 is not modified based on the user’s
query. In this embodiment, main program module 400
obtains an undistorted image of the selected page 100A and
then crops this image to show the user’s ROI. The cropped
image is then used as undistorted image portion 210. There
are several ways to obtain undistorted image 100A. A few of
these ways are described below.

[0063] In one embodiment, main program module 400
retrieves undistorted image 100A from document and image
repository module 440 if image 100A exists.

[0064] In another embodiment, if image 100A does not
exist, main program module 400 retrieves the selected
document from document and image repository module 440.
Main program module 400 then uses document-to-image
conversion module 410 to generate, from the document,
undistorted image 100A. In one embodiment, main program
module 400 also stores image 100A in document and image
repository module 440 for later use.

[0065] In another embodiment, undistorted image portion
210 is modified based on the user’s query. In this embodi-
ment, main program module 400 obtains undistorted image
100A as described above. Then, main program module 400
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uses image distortion/modification module 420 to modify
image 100A based on the user’s query. This modified image
is then cropped and used as undistorted image portion 210.

[0066] Finally, main program module 400 uses image
generation module 430 to generate combined image 200
using undistorted image portion 210 and distorted image
portion 220. Main program module 400 then ends 540, and
combined image 200 is displayed to the user.

Additional Embodiments

[0067] In one embodiment, more than one computing
device 300 is used, such as in a client-server setting. For
example, a user may input a query into a search engine using
a first computing device 300A (the “client”). The first
computing device 300A will then use the network controller
380A to send the query to a second computing device 300B
(the “server”). The second computing device 300B will
perform the search and then send the search results to the
first computing device 300A using the network controller
380B.

[0068] The user will then select a document to display, and
the first computing device 300A will send the user’s selec-
tion to either the second computing device 300B or a third
computing device 300C (another “server”).

[0069] In a preferred embodiment, second computing
device 300B or third computing device 300C will then
generate combined image 200 by performing the method of
FIG. § and send combined image 200 to the first computing
device 300A. First computing device 300A then displays
combined image 200 to the user using display 350. In this
embodiment, the first computing device 300A never con-
tains a complete copy of either the underlying electronic
document or an undistorted image of the underlying elec-
tronic document.

[0070] In an alternate embodiment, second computing
device 300B or third computing device 300C sends to the
first computing device 300A the requested electronic docu-
ment, an undistorted image 100A of the electronic docu-
ment, and/or a distorted image 100B of the electronic
document. First computing device 300A then generates
combined image 200 by performing the method of FIG. §
and displays combined image 200 to the user using display
350.

[0071] In the above description, for purposes of explana-
tion, numerous specific details are set forth in order to
provide a thorough understanding of the invention. It will be
apparent, however, to one skilled in the art that the invention
can be practiced without these specific details. In other
instances, structures and devices are shown in block diagram
form in order to avoid obscuring the invention.

[0072] Reference in the specification to “one embodi-
ment” or “an embodiment” means that a particular feature,
structure, or characteristic described in connection with the
embodiment is included in at least one embodiment of the
invention. The appearances of the phrase “in one embodi-
ment” in various places in the specification are not neces-
sarily all referring to the same embodiment.

[0073] Some portions of the detailed description are pre-
sented in terms of algorithms and symbolic representations
of operations on data bits within a computer memory. These
algorithmic descriptions and representations are the means
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used by those skilled in the data processing arts to most
effectively convey the substance of their work to others
skilled in the art. An algorithm is here, and generally,
conceived to be a self-consistent sequence of steps leading
to a desired result. The steps are those requiring physical
manipulations of physical quantities. Usually, though not
necessarily, these quantities take the form of electrical or
magnetic signals capable of being stored, transferred, com-
bined, compared, and otherwise manipulated. It has proven
convenient at times, principally for reasons of common
usage, to refer to these signals as bits, values, elements,
symbols, characters, terms, numbers, or the like.

[0074] 1t should be borne in mind, however, that all of
these and similar terms are to be associated with the appro-
priate physical quantities and are merely convenient labels
applied to these quantities. Unless specifically stated other-
wise as apparent from the discussion, it is appreciated that
throughout the description, discussions utilizing terms such
as “processing” or “computing” or “calculating” or “deter-
mining” or “displaying” or the like, refer to the action and
processes of a computer system, or similar electronic com-
puting device, that manipulates and transforms data repre-
sented as physical (electronic) quantities within the com-
puter system’s registers and memories into other data
similarly represented as physical quantities within the com-
puter system memories or registers or other such informa-
tion storage, transmission or display devices.

[0075] The present invention also relates to an apparatus
for performing the operations herein. This apparatus may be
specially constructed for the required purposes, or it may
comprise a general-purpose computer selectively activated
or reconfigured by a computer program stored in the com-
puter. Such a computer program may be stored in a computer
readable storage medium, such as, but is not limited to, any
type of disk including floppy disks, optical disks, CD-
ROMSs, and magnetic-optical disks, read-only memories
(ROMs), random access memories (RAMs), EPROMs,
EEPROMSs, magnetic or optical cards, or any type of media
suitable for storing electronic instructions, and each coupled
to a computer system bus.

[0076] The algorithms and displays presented herein are
not inherently related to any particular computer or other
apparatus. Various general-purpose systems may be used
with programs in accordance with the teachings herein, or it
may prove convenient to construct more specialized appa-
ratuses to perform the required method steps. The required
structure for a variety of these systems appears from the
description. In addition, the present invention is not
described with reference to any particular programming
language. It will be appreciated that a variety of program-
ming languages may be used to implement the teachings of
the invention as described herein.

[0077] The present invention provides various mecha-
nisms for automatically presenting an analysis report for a
prospective trade or other transaction, with a minimum of
user effort. One skilled in the art will recognize that the
particular examples described herein are merely illustrative
of representative embodiments of the invention, and that
other arrangements, methods, architectures, and configura-
tions may be implemented without departing from the
essential characteristics of the invention. Accordingly, the
disclosure of the present invention is intended to be illus-
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trative, but not limiting, of the scope of the invention, which
is set forth in the following claims.

What is claimed is:

1. A computer-implemented method for generating an
image, wherein the image displays a document, and wherein
the document is relevant to a search query, the method
comprising:

generating a first image portion, the first image portion
comprising a region of interest, the region of interest
comprising a first portion of the document that is
relevant to the search query;

generating a second image portion, the second image
portion comprising a second portion of the document
that contains the region of interest, the second image
portion being distorted; and

generating an image comprising the first image portion
and the second image portion.

2. The method of claim 1, wherein the second portion of
the document comprises a page of the document.

3. The method of claim 1, wherein the second portion of
the document comprises an area of the document.

4. The method of claim 1, wherein generating the first
image portion comprises:

generating an undistorted image of the second portion of
the document; and

cropping the undistorted image.

5. The method of claim 4, wherein generating the undis-
torted image of the second portion of the document com-
prises obtaining the undistorted image from a document
repository.

6. The method of claim 4, wherein generating the undis-
torted image of the second portion of the document com-
prises generating the undistorted image from an electronic
document.

7. The method of claim 1, wherein generating the second
image portion comprises obtaining the second image portion
from a document repository.

8. The method of claim 1, wherein generating the second
image portion comprises:

generating an undistorted image of the second portion of
the document; and

distorting the undistorted image.

9. The method of claim 1, further comprising modifying,
responsive to the search query, one of the first image portion
and the second image portion.

10. The method of claim 9, wherein modifying, respon-
sive to the search query, one of the first image portion and
the second image portion comprises one of underlining,
outlining, and highlighting a search term in one of the first
image portion and the second image portion.

11. The method of claim 1, wherein generating the image
comprising the first image portion and the second image
portion comprises generating a composite image of the first
image portion overlaid on the second image portion.

12. The method of claim 11, wherein generating the
composite image of the first image portion overlaid on the
second image portion comprises outlining the first image
portion.

13. The method of claim 11, wherein generating the
composite image of the first image portion overlaid on the
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second image portion comprises modifying one of a font
color and a background color of the first image portion.

14. The method of claim 1, wherein generating the image
comprising the first image portion and the second image
portion comprises generating an image, the image compris-
ing the first image portion, the second image portion, and a
callout indicating the first image portion and the second
image portion.

15. A system for generating an image, wherein the image
displays a document, and wherein the document is relevant
to a search query, the system comprising:

a software portion configured to generate a first image
portion, the first image portion comprising a region of
interest, the region of interest comprising a first portion
of the document that is relevant to the search query;

a software portion configured to generate a second image
portion, the second image portion comprising a second
portion of the document that contains the region of
interest, the second image portion being distorted; and

a software portion configured to generate an image com-
prising the first image portion and the second image
portion.

16. The system of claim 15, wherein the second portion of

the document comprises a page of the document.

17. The system of claim 15, wherein the second portion of

the document comprises an area of the document.

18. The system of claim 15, wherein the software portion

configured to generate the first image portion comprises:

a software portion configured to generate an undistorted
image of the second portion of the document; and

a software portion configured to crop the undistorted

image.

19. The system of claim 18, wherein the software portion
configured to generate the undistorted image of the second
portion of the document comprises a software portion con-
figured to obtain the undistorted image from a document
repository.

20. The system of claim 18, wherein the software portion
configured to generate the undistorted image of the second
portion of the document comprises a software portion con-
figured to generate the undistorted image from an electronic
document.

21. The system of claim 15, wherein the software portion
configured to generate the second image portion comprises
a software portion configured to obtain the second image
portion from a document repository.

22. The system of claim 15, wherein the software portion
configured to generate the second image portion comprises:

a software portion configured to generate an undistorted
image of the second portion of the document; and
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a software portion configured to distort the undistorted

image.

23. The system of claim 15, further comprising a software
portion configured to modify, responsive to the search query,
one of the first image portion and the second image portion.

24. The system of claim 23, wherein the software portion
configured to moditfy, responsive to the search query, one of
the first image portion and the second image portion com-
prises a software portion configured to perform one of
underlining, outlining, and highlighting a search term in one
of the first image portion and the second image portion.

25. The system of claim 15, wherein the software portion
configured to generate the image comprising the first image
portion and the second image portion comprises a software
portion configured to generate a composite image of the first
image portion overlaid on the second image portion.

26. The system of claim 25, wherein the software portion
configured to generate the composite image of the first
image portion overlaid on the second image portion com-
prises a software portion configured to outline the first image
portion.

27. The system of claim 25, wherein the software portion
configured to generate the composite image of the first
image portion overlaid on the second image portion com-
prises a software portion configured to modify one of a font
color and a background color of the first image portion.

28. The system of claim 15, wherein the software portion
configured to generate the image comprising the first image
portion and the second image portion comprises a software
portion configured to generate an image, the image com-
prising the first image portion, the second image portion, and
a callout indicating the first image portion and the second
image portion.

29. A computer readable medium containing a computer
program product for generating an image, wherein the image
displays a document, and wherein the document is relevant
to a search query, the computer program product comprising
program code for:

generating a first image portion, the first image portion
comprising a region of interest, the region of interest
comprising a first portion of the document that is
relevant to the search query;

generating a second image portion, the second image
portion comprising a second portion of the document
that contains the region of interest, the second image
portion being distorted; and

generating an image comprising the first image portion
and the second image portion.



