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DETECTING QUERY-SPECIFIC DUPLICATE
DOCUMENTS

§0. PRIORITY

Benefit is claimed, under 35 U.S.C. §119(e)(1), to the
filing date of provisional patent application serial No.
60/184,126, entitled “Method and Apparatus for Detecting
Query-Specific Duplicate Documents”, filed on Feb. 22,
2000 and listing Benjamin Smith and Benedict Gomes as
inventors, for any-inventions disclosed in the manner pro-
vided by 35 US.C. §112, 1 1. This provisional patent
application is expressly incorporated herein by reference.

§1. BACKGROUND OF THE INVENTION

§1.1 Field of the Invention

The present invention concerns information retrieval in
general. More specifically, the present invention concerns
detecting and/or removing duplicate information or dupli-
cate content in response to, and based on, an information
search query.

§1.2 Related Art
§1.2.1 The Migration from Data Entry, Manipulation and
Storage, to Information Access

The ways in which people use computing machines has
evolved over the last 50 or so years. The proliferation of
networks, along with the increased availability of inexpen-
sive data storage means, has afforded computer users
unprecedented access to a wealth of content. Such content
may be presented to a user (or “rendered”) in the form of
text, images, audio, video, etc.

Although people continue to use computers to enter,
manipulate and store information, in view of the foregoing
developments, people are using computers (or more
generally, information access machines) to access informa-
tion to an ever increasing extent. Unfortunately, however,
the very vastness of available information which has
attracted many users, can overwhelm users. Consequently,
desired information can become difficult to find.

§1.2.2 Known Techniques for Finding Desired Information

Various techniques have been employed to help users
locate desired information. In the context of the Internet for
example, some services have organized content based on a
hierarchy of categories. A user may then navigate through a
series of hierarchical menus to find content that may be of
interest to them. An example of such a service is the
YAHOO™ web site on the Internet.

Again in the context of the Internet for example, some
services provide “search engines” which search content or
“web sites” pursuant to a user query. In response to a user’s
query, a rank ordered list, which typically includes brief
descriptions of the content, as well as hyper-text links (i.e.,
text, having associated URLS) to the content is returned. The
rank ordering of the list is typically based on a degree of
match between words appearing in the query and words
appearing in the content.

§1.2.2.1 Automated Indexing and its Perceived Shortcom-
ings

Most search engines perform three main functions: (i)
crawling the World Wide Web; (ii) indexing the content of
the World Wide Web; and (iii) responding to a search query
using the index to generate search results. The crawl opera-
tion collects web pages. The indexing operation associates
document(s) (e.g., web page(s)) with words or phrases, and
also creates an inverted index which associates words or
phrases with documents. The search operation then (i) uses
that inverted index to find documents (e.g., web pages)
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2

containing various words of a search query, and (ii) ranks or
orders the documents found in accordance with some
heuristic(s). Given the large amount of information
available, these three main functions are automated to a
large extent.

Although it is believed that automating the indexing
operation is the only way to make searching a large amount
of diverse material feasible, automating indexing operations
introduces some challenges. More specifically, one of the
problems of automated indexing is that the World Wide Web
may include the same information duplicated in different
forms or at different places on the World Wide Web. For
example, some content is “mirrored” at different sites on the
World Wide Web. Such mirroring is used to alleviate poten-
tial delays when many users attempt to request the same
information at the same time, and/or to minimize network
latency (e.g., by caching web pages locally). Some content
will have plain text and HTML (hyper-text markup
language) versions so that users can render or download the
content in a form that they prefer. Finally, some web pages
aggregate or incorporate content available from another
source on the World Wide Web.

When users submit a query to a search engine, most users
do not want links to (and descriptions of) web pages that
have duplicate information. For example, search engines
typically respond to search queries by providing groups of
ten results. If pages with duplicate content were returned,
many of the results in one group may include the same
content. Thus, there is a need for a technique to avoid
providing search results to web pages having duplicate
content.

Some duplicate avoidance techniques are effected during
the automated indexing operation. Similar documents can be
flagged by (i) defining a similarity measure between two
documents, and (ii) defining the two documents as “dupli-
cates” if the similarity measure exceeds a predetermined
threshold.

Unfortunately, however, often duplicate information may
be found in documents that are not exactly the same or even
very similar. For example: (i) identical content may be
presented with different formatting. (e.g., plain text versus
HTML); (ii) different headers and/or footers may be
prepended and/or appended, respectively, to identical con-
tent; (iii) hit counters may be appended to identical content;
(iv) last modified dates may be appended, to identical
content; and (v) one web site may include a copy of content
found elsewhere (e.g., as a part of a compilation or aggre-
gation of content, or simply as an insertion). Cases (ii)-(iv)
are illustrated by the Venn diagrams of FIGS. 1 and 2. FIG.
1 illustrates the case where a second document merely adds
a small amount of information (e.g., a counter, a footer, etc.)
to a first document, whereas FIG. 2 illustrates the case where
a second document slightly changes some information (e.g.,
a last modified date) of a first document. The present
invention may be used to detect such “duplicates” with
slight changes.

Furthermore, the present invention may be used to detect
duplicate content within documents that have a lot of
different information, such as documents with different
formatting codes or documents that aggregate or incorporate
other content. Many prior techniques are not well-suited for
such cases. For example, assume that documents A and B
each contain basic financial information about companies.
Assume further that document A has information on 50
companies, while document B has information on 100
companies, at least some of which are the same as those in
document A. (For example, document B could be a later,
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expanded version of document A.) The Venn diagrams of
FIGS. 3 and 4 illustrate such examples.

Many known document similarity techniques would not
consider documents A and B to be very similar even though
they may contain a lot of identical content. A user searching
for information about the 50 companies included in docu-
ment A, however, would likely become frustrated if a search
engine provides links not only to document A, but also to
other documents (e.g., document B) that contain the same
information about the 50 companies. The articles, A. Broder
et al, “Syntactic Clustering of the Web,” Proc. 6* Interna-
tional WWW Conference (1997), A. Broder et al, “Filtering
Near-Duplicate Documents,” FUN’ 98 and A. Broder et al,
“On the Resemblance and Containment of Documents,”
SEQUENCES’ 98, pp. 21-29 (hereafter referred to as “the
Broder articles™) describe a method (hereafter referred to as
“the Broder method”) for detecting duplicate documents.
The Broder method may be used to find documents that are
“roughly the same” and “roughly contained” in each other.
More specifically, for each pair of documents, the Broder
method generates a number that indicates the extent to
which the documents appear to be related. A threshold is
then used to determine whether or not the two documents are
related enough (or similar enough) to be declared “dupli-
cates”. The Broder method, however, does not consider the
specific information that a user is looking for in its analysis.

In view of the foregoing, there is a need for an improved
duplicate detection technique. Such a technique should be
automated so that processing a large amount of content from
a large number of sources is feasible.

§2. SUMMARY OF THE INVENTION

The present invention provides an improved duplicate
detection technique that uses query-relevant information to
limit the portion(s) of documents to be compared for simi-
larity. In other words, before comparing two documents for
similarity, the content of these documents may be condensed
based on the query. In one embodiment, query-relevant
part(s) (also referred to as “snippets” in one embodiment)
are extracted from the documents and only the extracted
query-relevant part(s), rather than the entire documents, are
compared for purposes of determining similarity.

As can be appreciated by the foregoing summary, an
improved duplicate detection technique under the present
invention is preferably performed after indexing, during the
processing of a particular search query. However, in systems
in which at least some indexing is performed after receiving
(or processing) a query, the present invention may be
performed before such indexing.

By limiting the portion(s) of the documents being
compared, a large range of duplicate document types,
including those that would be missed by conventional simi-
larity determination techniques, will be detected. Further,
since only a portion(s) of the documents are compared, the
similarity threshold can be set relatively higher, thereby
decreasing the number of documents that would be falsely
identified as duplicates if a lower threshold were used.

In the example set forth above, further assume that the
documents A and B included identical information about
company X (See the Venn diagrams in FIGS. 5 and 6.), and
that a user submitted a query about company X. In accor-
dance with the present invention, documents A and B would
be considered duplicates with respect to a query about
company X. Referring to FIG. 5, even prior art methods that
can determine containment would probably conclude that
document B is not “contained” in document A, notwith-
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standing the fact that both are similar (or even the same)
with respect to company X. Referring to FIG. 2, assume that
both the first and second documents contain information
about company X, albeit different information. The query-
specific method of the present invention may find that the
two documents are not similar (with respect to company X).
On the other hand, most, if not all, known techniques would
find these documents similar since such techniques do not
consider query-relevant information in their analysis.

Note that aside from documents that match each other
exactly, whether or not documents are duplicates is some-
what subjective and application specific. Although the term
“duplicates” should be broadly interpreted, it should be
understood that one goal of the present invention may be, in
the context of a search engine for example, to avoid annoy-
ing users with different versions of information that add little
or no value to the user once one of the versions is interpreted
by the user.

§3. BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a Venn diagram of a second document that
includes the contents of a first document and a small amount
of additional information.

FIG. 2 is a Venn diagram of first and second documents
with a lot of identical content, but each having some content
not found in the other.

FIG. 3 is a Venn diagram of first and second documents
with some identical content in common.

FIG. 4 is a Venn diagram of first document which includes
the contents of a second document, as well as an appreciable
amount of additional information.

FIG. 5 is a Venn diagram of first and second documents
with some identical content in common, such identical
content including information about company X.

FIG. 6 is a Venn diagram of first document which includes
the contents of a second document, as well as an appreciable
amount of additional information, where the second
document, and therefore the first document, includes infor-
mation about company X.

FIG. 7 is a high-level block diagram of an environment in
which at least some aspects of the present invention may be
used.

FIG. 8 is a process bubble diagram of an advanced search
facility in which at least some aspects of the present inven-
tion may be used.

FIG. 9 is a process bubble diagram which illustrates some
functions that may be performed by the present invention.

FIG. 10 is a high level flow diagram of an exemplary
method that may be used to effect a duplicate removal
management process.

FIG. 11 is a high level flow diagram of an exemplary
method that may be used to extract a query-relevant portion
(s) (e.g., a “snippet(s)”) of a document.

FIG. 12 is a high level flow diagram of another exemplary
method that may be used to extract a query-relevant portion
(s) (e.g., a “snippet(s)”) of a document.

FIG. 13 is a high-level block diagram of a machine that
may be used to effect one or more functions of the present
invention.

FIG. 14 is a data messaging diagram that illustrates an
example of operations that may be performed by an exem-
plary embodiment of the present invention.

FIG. 15 illustrates an example of query-relevant parts of
candidate results.
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FIG. 16 illustrates updated results after query-relevant
duplicates have been removed.

§4. DETAILED DESCRIPTION

The present invention involves novel methods, apparatus
and data structures for identifying duplicate documents
based, at least in part, on a query. In the following, the term
“documents” should be interpreted broadly to include con-
tent such as web pages, text files, etc. The following
description is presented to enable one skilled in the art to
make and use the invention, and is provided in the context
of particular applications and their requirements. Various
modifications to the disclosed embodiments will be apparent
to those skilled in the art, and the general principles set forth
below may be applied to other embodiments and applica-
tions. Thus, the present invention is not intended to be
limited to the embodiments shown and the inventors regard
their invention as the following disclosed methods,
apparatus, articles of manufacturer, and data structures and
any other patentable subject matter to the extent that they are
patentable.

In the following, an environment in which the present
invention may be employed is introduced in §4.1. Then,
functions that may be performed by the present invention are
introduced in §4.2. Then, processes, data structures, meth-
ods and apparatus that may be used to effect those functions
are described in §4.3. Thereafter, an example of how an
exemplary system of the present invention may operate is
described in §4.4. Finally, some conclusions about the
present invention are set forth in §4.5.

§4.1 EXEMPLARY ENVIRONMENT IN WHICH
INVENTION MAY OPERATE

The following exemplary embodiment is presented to
illustrate an example of utility of the present invention and
to illustrate an example of a context in which the present
invention may operate. However, the present invention can
be used in other environments and its use is not intended to
be limited to the exemplary environment 700 and search
facility 800 introduced below with reference to FIGS. 7 and
8, respectively.

FIG. 7 is a high-level block diagram of an environment
700 in which at least some aspects of the present invention
may be used. This environment.700 may be a network (such
as the Internet for example) 760 in which an information
access facility (client) 710 is used to render information
accessed from one or more content providers (servers) 780.
A search facility (server) 730 may be used by the informa-
tion access facility 710 to search for content of interest.

The information access facility 710 may include a brows-
ing process 712 which may include a navigation process 714
and a user interface process 716. The browsing process may
access the network 760 via input/output interface processes
718. For example, in the context of a personal computer, the
browsing process 712 may be a browser (such as “Internet
Explorer” from Microsoft Corporation of Redmond, Wash-
ington or “Netscape Navigator” from Netscape
Communications, of Mountain View, Calif.) and the input/
output interface processes may include a modem or network
interface card (or NIC) and networking software. Other
examples of possible information access facilities 710
include untethered devices, such as personal digital assis-
tants and mobile telephones for example, set top boxes,
kiosks, etc.

Each of the content providers 780 may include stored
resources (also referred to as content) 786, a resource
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retrieval process 784 that accesses and provides content in
response to a request, and input/output interface process(es)
782. These processes of the content providers 780 may be
effected by computers, such as personal computers or serv-
ers for example. Accordingly, the stored resources 786 may
be embodied as data stored on some type of storage medium
such as a magnetic disk(s), an optical disk(s), etc. The term
“document” should be interpreted to include addressable
content, such as a web page for example.

The search facility 730 may perform crawling, indexing/
sorting, and query processing functions. These functions
may be performed by the same entity or separate entities.
Further, these functions may be performed at the same
location or at different locations. In any event, at a crawling
facility 750, a crawling process 752 gets content from
various sources accessible via the network 760, and stores
such content, or a form of such content, as indicated by 754.
Then, at an automated indexing/sorting facility 740, an
automated indexing/sorting process 742 may access the
stored content 754 and may generate a content index (e.g.,
an inverted index, to be described below) and content
rankings (e.g., PageRanks, to be described below) 740.
Finally, a query processing process 734 accepts queries and
returns query results based on the content index (and the
content rankings) 740. The crawling, indexing/sorting and
query processing functions may be performed by one or
more computers.

Although the present invention may be used with a
number of different types of search engines, the present
inventors anticipate that it will be used with an advanced
search facility, such as the one presently available from
Google, Inc. of Mountain View, Calif. FIG. 8 is a process
bubble diagram of such an advanced search facility 800 in
which at least some aspects of the present invention may be
used.

The advanced search facility 800 illustrated in FIG. 8
performs three main functions: (i) crawling; (ii) indexing/
sorting; and (iii) searching. The horizontal dashed lines
divide FIG. 8 into three parts corresponding to these three
main functions. More specifically, the first part 750" corre-
sponds to the crawling function, the second part 740' cor-
responds to the indexing/sorting function, and the third part
734" corresponds to the search (or query processing) func-
tion. (Note that an apostrophe “’” following a reference
number is used to indicate that the referenced item is merely
one example of the item referenced by the number without
an apostrophe.) Each of these parts is introduced in more
detail below. Before doing so, however, a few distinguishing
features of this advanced search facility 800 are introduced.

The advanced search facility uses the link structure of the
World Wide Web to improve search results. In particular, the
search facility uses a page rank algorithm to rank the
importance of each web page. An exemplary page rank
algorithm is described in the article S. Brin and L. Page,
“The Anatomy of-a Large-Scale Hypertextual Search
Engine,” Seventh International World Wide Web
Conference, Brisbane, Australia. The search facility may
also use other techniques to improve the quality of search
results, such as: using anchor text information for a web
page; maintaining location information for all hits (so prox-
imity in search may be used); tracking some visual presen-
tation details such as font size of words (so that words in a
larger or bolder font may be weighted higher than other
words); and maintaining a repository storing the full raw
HTML (or other code) of pages. As will become apparent in
the following description, the present invention may exploit
this repository.
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Referring back to FIG. 8, the three main parts of the
advanced search engine 800 are now described further.

The crawling part 750" may be distributed across a num-
ber of machines. A single URLserver (not shown) serves
lists of uniform resource locations (“URLs”) 806 to a
number of crawlers. Based on this list of URLs 806, the
crawling process 802 crawls the network 760" and gets web
pages 808. A pre-indexing process 810 may then generate
page rankings 812, as well as a repository 814 from these
web pages 808. The page rankings 812 may include a
number of URL fingerprint (i.e., a unique value), PageRank
value (as introduced above) pairs. The repository 814 may
include URL, content type and compressed page triples.

Regarding the indexing/sorting part 740, the indexing/
sorting process 820 may generate a partially. sorted forward
index 822 from the repository 814. More specifically, this
process 820 may decompress each document in the reposi-
tory 814 and parse it. After each document is parsed, it may
then be encoded into the partially.sorted forward index 820
by: (i) converting every word into a wordID by using an
in-memory hash table—the lexicon; and (ii) translating
occurrences of words in the current document into hit lists.
To generate the inverted index 826, the indexing/sorting
process 820 may then sort the partially sorted forward index
822 by wordID. The indexing/sorting process 820 may also
generate page ranks 828 from the citation rankings 812. The
page ranks 828 may include document ID, PageRank value
pairs.

Regarding the query processing part 734', the searching
processes 830 may be run by a web server and may use a
lexicon 832, together with the inverted index 826 and the
PageRanks 828 to generate query results in response to a
query. The query results may be based on a combination of
(i) information derived from PageRanks 828 and (ii) infor-
mation derived from how closely a particular document
matches the terms contained in the query (also referred to as
the information retrieval (or “IR”) component). Having
described exemplary environments in which the present
invention may be used, functions that may be performed by
the present invention are now introduced in §4.2 below.

§4.2 FUNCTIONS WHICH MAY BE
PERFORMED BY THE PRESENT INVENTION

At a high level, the present invention may function to
detect “duplicate” documents (e.g., web pages). The present
invention may do so by using query-relevant information to
limit the portion(s) of documents to be compared for simi-
larity. In other words, before comparing two documents for
similarity, the content of these documents may be condensed
based on the query.

Thus, the present invention may further function to “con-
dense” the content of documents based on the query. The
present invention may do so by extracting query-relevant
information or text (also referred to as “snippets”) from the
documents. In such a case, only the extracted snippets, rather
than the entire documents, are compared for purposes of
determining similarity.

Having introduced functions that may be performed by
the present invention, exemplary processes, data structures,
methods and apparatus for effecting these functions are
described in §4.3 below.

§4.3 EXEMPLARY PROCESSES, DATA
STRUCTURES, METHODS AND APPARATUS
FOR EFFECTING FUNCTIONS THAT MAY BE
PERFORMED BY THE PRESENT INVENTION

In the following, exemplary processes that may be per-
formed by the present invention, and exemplary data struc-

10

20

25

30

35

40

45

50

55

60

65

8

tures that may be used by the present invention, are intro-
duced in §4.3.1 with reference to FIG. 9. Then, exemplary
methods for removing duplicates is described in §4.3.1.1
with reference to FIGS. 10 through 12. Finally, exemplary
apparatus that may be used to effect the exemplary processes
and store the exemplary data structures are described in
§4.3.2 with reference to FIG. 13.

§4.3.1 Exemplary Processes and Data Structures

FIG. 9 is a process bubble diagram that illustrates some
functions that may be performed by the present invention.
Basically, a query processing process 734' may include a
search process 830' and an improved duplicate removal
process 920. The search process 830" generates rank-ordered
query results 910 in response to a query. Assuming, for
example, the search process 830' is an advanced searching
facility such as the one employed by Google, Inc. of
Mountain View, Calif. and introduced in §4.1 above, the
search process 830' may use a content index (an inverted
index) 826', page ranks 828', a lexicon 832' and a repository
814' to generate the rank-ordered query results 910. In such
a case, exemplary data structures of the inverted index 826/,
the page ranks 828', the lexicon 832' and the repository 814"
may be the same as those introduced in §4.1 above.
However, the improved duplicate removal process is not
limited for use in such a system and can be used in other,
alternative, systems.

The rank-ordered query results 910 define a set of can-
didate results CR corresponding to a number of documents,
from which the improved duplicate removal process 920
generates a set of final query results 940 by removing
“duplicate” documents. To reiterate, the improved duplicate
removal process 920 detects duplicate documents (e.g., web
pages) by using query-relevant information to limit the
portion(s) of documents to be compared for similarity.
Duplicate documents are then removed (or, more accurately,
not added to the final set 940).

At a high level, in the improved duplicate removal process
920, a duplicate removal management process 930 uses a
query-relevant information (e.g., “snippet”) extraction pro-
cess 934 to extract query-relevant information from docu-
ments. This information is referred to as query-relevant
part(s) of the results 936. As used below, “the query-relevant
part(s)” term is to be interpreted broadly to include some or
all query-relevant parts of a document unless specified
otherwise. The query-relevant part(s) of an i” document are
denoted, collectively, as QR,. The query-relevant informa-
tion extraction process 934 may operate based on tunable
extraction parameter(s) 935 and may accept documents from
the repository 814' (or decompressed documents from an
intervening source). The duplicate removal management
process 930 then uses a query-dependent information (e.g.,
snippet) similarity process 932 to determine whether or not
a candidate document is “similar” to a document already in
the final set 940. This similarity determination is based on
the query-relevant part(s) 936 of the documents under
consideration, and may consider tunable similarity measure
parameter(s) 933. Thus, the query-relevant information
similarity process 932 is performed on limited portion(s) of
documents (the query-relevant part(s) of the results), rather
than being performed on the entire documents.

Having introduced data structures that may be used by,
and processes that may be performed by, the present
invention, an exemplary duplicate removal method is
described in §4.3.1.1 below with reference to FIG. 10.
Exemplary query-relevant information extraction methods
are then described in §4.3.1.1.1 below with reference to
FIGS. 11 and 12. Exemplary query-relevant information
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similarity determination methods are then described in
§4.3.1.1.2 below. Finally, exemplary apparatus that may be
used to effect these processes and store these data structures
are described in §4.3.2 below. §4.3.1.1 Exemplary Duplicate
Removal Method

Briefly stated, the improved duplicate removal process
930 extracts, starting with the highest-ranked candidate
result CR;, the query-relevant part(s) of the document
corresponding to the candidate result, thereby generating a
set of one or more query-relevant part(s) (or “snippets”)
associated with the original document QR, for each original
candidate result CR,. Then, the process 930 adds the most
relevant result CR, to the final result set 940. For each of the
remaining candidate results CR, through CR,,,, the query-
relevant part(s) QR; of the corresponding (i) document is
compared with the query-relevant part(s) of any of the
proceeding documents, QR, through QR;_,, that were added
to the final result set, to determine whether the query-
relevant part(s) are so similar as to conclude that the
documents to which they correspond are “duplicates”.

Comparing the query-relevant part(s) of the current docu-
ment QR; with the query-relevant part(s) of only those
documents in the final set avoids duplicate removal due to
“transitive” similarity. That is, suppose QR; is similar to
QR,, QR, is similar to QR, but QR; is not similar to QR;.
If the query-relevant part(s) of the current document were
compared with the query-relevant part(s) of all preceding
documents, the final set would only include CR , rather than
CR; and CR,.

Once the query relevant-part(s) QR, of a given i docu-
ment is found to be a duplicate of query-relevant part(s)
associated with any preceding document in the final set 940,
no further comparisons are needed—the candidate result CR
associated with the document will not be added to the final
set 940. Stated differently, a candidate result is added to the
final set 940 only if the query-relevant part(s) QR; of its
corresponding document is not found to be similar to the
query-relevant part(s) of any and all other documents pre-
ceding it, QR through QR,_;, and found in the final results
set 940.

FIG. 10 is a high level flow diagram of an exemplary
duplicate removal management method 930" which may be
used to effect the process 930. An index “i” is initialized and
incremented as shown in blocks 1005 and 1010, respec-
tively. The i”* candidate result CR, is then accepted, and the
query-relevant part(s) QR; of its corresponding document
are extracted, as indicated by blocks 1015 and 1020. This
extraction act 1020 corresponds to the query-relevant extrac-
tion process 934.

A second index “}” is initialized and a next index j is
determined (Recall that only the query-relevant part(s) of
those documents already in the final set are used.) as shown
in blocks 1025 and 1030, respectively. At decision branch
point 1035, it is determined whether the second index j is
less than the first index i, or whether the second index j is
equal to the first index i. If the former is true, a similarity
metric is applied to the query-relevant part(s) QR; and QR;
of the documents corresponding to candidate results CR; and
CR;. Then at decision branch point 1055, it is determined
whether or not the query-relevant part(s) QR; and QR; are
similar. If not, the method 930 branches back to block 1030.
If, on the other hand, the query-relevant part(s) QR; and QR;
are similar, then the current candidate result CR; is sup-
pressed (that is, the current candidate result is not added to
the final set) as shown in block 1060, and the method 930’
branches back to block 1010 to try a next candidate result
Cl{i+1'
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Referring once again to decision branch point 1035, if the
first index i is equal to the second index j (which will occur
when the query-relevant part(s) QR; were not found to be
similar to any of the query-relevant part(s) associated with
the preceding candidate documents (QR, through QR,_;)
that are in the final set 940, then the candidate result CR,; is
added to the set of final results 940 as indicated by block
1040, and the method 930' proceeds to decision branch point
1070.

At decision branch point 1070, it is determined whether or
not there are enough results in the final set. If not, the method
930" branches back to block 1010 to test the next candidate
result CR,, ;. Otherwise, if there are enough results in the
final set, the method 930' is left via RETURN node 1080.
The final set may be incrementally updated in groups of a
predetermined number (e.g., ten) of results, where a next
group of results is determined only if the user requests more
results.

Actually, since the first candidate result CR, has the
highest rank and is kept even if the query-relevant part(s)
QR, of its corresponding document are similar to the
query-relevant part(s) of any other document, it should be
simply added to the set of final results 940 before block 1010
or 1005 as indicated by block 1002 depicted with dashed
lines. In this case, the index i would be initialized to 1 in step
1005. Further, although the query-relevant part(s) of each
document corresponding to each candidate result were deter-
mined as needed (Recall block 1020.), the query-relevant
part(s) QR; through QR,,,, for all of the documents corre-
sponding to all of the candidate results could be determined
up-front.

Referring back to block 1020, query-relevant part(s) QR;
of the document corresponding to the current candidate
result CR; are extracted. Section 4.3.1.1.1 below describes
exemplary methods for performing this act. Further, refer-
ring back to blocks 1050 and 1055, a similarity metric is
applied to the query-relevant part(s) QR; of a document
corresponding to a present candidate result and a document
corresponding to a previous candidate result QR;. Section
4.3.1.1.2 below describes exemplary methods for perform-
ing this act.

§4.3.1.1.1 Exemplary Query-Relevant Information Extrac-
tion Methods

Many alternative methods may be used to extract query-
relevant part(s) QR from a document corresponding to a
candidate result CR. For example, words or sentences sur-
rounding some or all occurrences of query terms or concepts
may be extracted. The amount of text extracted influences a
subsequent similarity measure. (Hence, tunable parameters
933 and 935 should be adjusted in concert.) In general, the
less information extracted, the more similar the documents
may be found to be (so the similarity threshold should be set
higher), or stated oppositely, the more information extracted,
the less similar the documents may be found to be (so the
similarity threshold should be set lower).

FIG. 11 is a high level flow diagram of an exemplary
method 934' which may be used to extract query-relevant
information (referred to as “segment(s)”, which may be
thought of as “candidate snippet(s)”) from a document. This
exemplary method 934' is similar to keyword-in-context
summaries that show segments surrounding keyword occur-
rences. That is, the extraction method 934' chooses a number
of segments (e.g., up to two) that show roughly 100 char-
acters each from the candidate result document. Formatting
information and most punctuation may be discarded.

Referring specifically to FIG. 11 now, the method 934'
accepts query “keywords” and the (decompressed) docu-
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ment as shown in block 1105. The term “keywords” may
include all words of the search, but preferably does not
include so-called “stop words” which are so common that
they do not convey much information or that convey some
type of Boolean operation (e.g., “the”, “it”, “and”, “or”,
“not”, “that”, etc.). As indicated by optional block 1110,
formatting codes and/or at least some punctuation may be
removed from the decompressed document. A window is
defined as a predetermined number (e.g., 100) of characters
as shown in block 1115. Alternatively, a window may be
defined as a predetermined number (e.g., 15) of words.

In the following, the window is slid across (or a number
of windows are applied over) the decompressed document.
In this regard, a window index “Kk” is initialized as shown in
block 1120. Then for each character of the decompressed
document the following steps are performed as indicated by
loop 1125-1150. In one embodiment, the steps within loop
1125-1150 may be performed for each character of the
decompressed document that is not a space and that does not
split a word (as characters that are not the first character of
a word do). In the alternative where the window is a
predetermined number of words, the steps within the loop
1125-1150 may be performed for each word of the decom-
pressed document. In any event, the window index is
incremented as indicated by block 1130. At decision branch
point 1135, it is determined whether or not the rest of the
decompressed document is less than the size of the window
(that is, if the window extends beyond the last character (or
word) of the decompressed document). If not, the number of
keywords in the part of document covered by the current
(k") window (i.e., the segment) is determined as shown in
block 1140. This count is saved as a number of hits corre-
sponding to the k” window (or hits,) as shown in block
1145. The (next) window is then advanced as indicated by
loop part 1150 and the method 934' branches back to loop
part 1125.

Referring back to decision branch point 1135, if the size
of the rest of the document is less than the size of the
window, the method 934' branches to block 1160 where
segments (as defined by the windows) are sorted by the
number of hits. Then a predetermined number (e.g., two) of
the highest ranking segments (as defined by the windows
having the most hits—containing the most keywords) are
returned as indicated by block 1165 before the method 934"
is left via RETURN node 1170. These predetermined num-
ber of the highest ranking segments define the query-
relevant part(s) of the document. Although not shown, the
title of the document, if any, may be included in the
query-relevant part(s) of the document.

An alternative query-relevant extraction method exploits
the language structure of the document and selects sentences
or paragraphs that contain a predetermined number (e.g.,
one) of the query’s keywords. More specifically, the original
document is segmented into sentences or paragraphs. Each
sentence or paragraph is a “segment” (which may be thought
of as a candidate snippet). Every segment that contains a
predetermined number (e.g., one) of the keywords is
included in the query-relevant part(s) QR; of the document.

Referring specifically to FIG. 12 now, the method 934"
accepts query “keywords” and the (decompressed) docu-
ment as shown in block 1201. The document is then sepa-
rated into sentences (or, alternatively, paragraphs) to define
segments as indicated by block 1205. As shown in blocks
1210 and 1215, a segment index “j” is initialized and
incremented. At decision branch point 1220, it is determined
whether or not there are more segments. If not, the method
934" is left via RETURN node 1270. If, on the other hand,
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there are more segments, the next (j') segment is selected.
As indicated by blocks 1230 and 1235, keyword index “k”
is initialized and incremented. At decision branch point
1240, it is determined whether any more keywords are
present in the query. If not, the method 934" branches back
to block 1215 so that further segments, if any, may be
processed. If, on the other hand, there are more keywords
present in the query, the next (k”') keyword is selected as
shown in block 1245. Next, at decision branch point 1250,
it is determined whether or not the current (k™) keyword
occurs in the current (j*) segment. If so, the current (j*)
segment is added to the query-relevant part(s) (QR) as
indicated by block. 1265 and the method 934" branches back
to step 1215 so that the next segment, if any, can be
processed. If, on the other hand, the current keyword does
not occur in the current segment, the method 934" branches
back to block 1235 so that the next keyword, if any, can be
checked.

In the foregoing description of method 934", a segment
was added to the query-relevant part QR even if it contained
only one occurrence of only one of the keywords.
Alternatively, the segment may be added to the query-
relevant part QR only if it contains at least a predetermined
number of occurrences of any of the keywords (or,
alternatively, only if it contains at least a predetermined
number of different keywords). This second alternative is
indicated by the portions of FIG. 12 illustrated in phantom
lines. More specifically, if a current keyword occurs in a
current segment, a count corresponding to the current seg-
ment is incremented as indicated in block 1255 and the
current segment is added to the query-relevant part only if its
count is at least a predetermined number as indicated by
decision branch point 1260. If, in block 1255, the count
associated with the segment were incremented by the num-
ber of times the current keyword appeared in the current
segment, the first alternative would be effected.

In other alternative query-relevant information extraction
methods, natural language processing techniques may be
used to apply a syntactic analysis. (See, e.g., the article, S.
Feldman, “NLP Meets the Jabberwocky: Natural Language
Processing in Information Retrieval,” Online (May 1999).)
For example, a segment may be extracted by determining
those sentences in the document that relate to query terms.
Thus, rather than simply looking for keyword occurrences,
the sentences or paragraphs that have meanings similar to
those of the query may be sought. Thus, such techniques can
be used to determine whether or not a segment of a candidate
query result document is related, to at least a predetermined
degree, to the query.

In most of the foregoing exemplary methods, all segments
that are related to the query, at least to a predetermined
degree, are extracted. Naturally, the segments could be rank
ordered, based on the degree to which they are related to the
query or some other ranking criteria, and only a predeter-
mined number of the highest ranking segments would be
added to the query-relevant part QR.

Having described a number of exemplary query-relevant
information (e.g., snippet) extraction methods, exemplary
query-relevant information (e.g., snippet) similarity deter-
mination methods are described in §4.3.1.1.2 below.
§4.3.1.1.2 Exemplary Query-Relevant Information
(Snippet) Similarity Determination Method(s)

In the simplest case, similarity may be determined to exist
only if the query-relevant part(s) QR of the two documents
under consideration are equal.

Alternatively, edit distance can be used to determine
whether or not query-relevant part(s) QR of the two docu-
ments under consideration are similar, rather than an equal-
ity measure.

¥z
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In another alternative, the cosine distance between feature
vectors (i.e., a vector in which each word in a lexicon is a
dimension and the number of word occurrences is a mag-
nitude of the dimension) of the query-relevant parts can be
determined and a threshold (Recall tunable parameter 933.)
can be applied. More specifically, a vector QR is determined
for each query-relevant part(s) QR for documents corre-
sponding to each of the candidate results CR. The vector QR
comprises the word frequencies of the query-relevant part
(s). For each word that appears in the query-relevant part(s),
the corresponding entry in the vector QR is incremented.
After the vector is generated, the vector is normalized. To
determine the similarity of two query-relevant part(s) QR;
and QR;, the dot product, @;Q_Rj is determined. The closer
the result is to one (Cosine (0)=1), the more similar the two
query-relevant parts QR are. This dot product is then com-
pared with a threshold (Recall, e.g., tunable parameter 933.)
to determine whether (the query-relevant part(s) of) the
documents are similar or not. One disadvantage of this
classic information retrieval (IR) approach is that two files
with the same words in different orders would appear to be
identical.

In yet another alternative embodiment, the Broder
method, introduced in §1.2.2.1 above, may be used to
determine similarity. More specifically, a “shingle” is a
contiguous sequence in a document. The “w-shingling” of a
document is defined as the set of all shingles of the size “w”.
The similarity or resemblance of two documents (or query-
relevant parts) is based on the magnitude of their intersec-
tion divided by the magnitude of their union. Again, the
closer the result is to one, the more similar the documents
are. This ratio is then compared with a threshold (Recall,
e.g., tunable parameter 933.) to determine whether (the
query-relevant part(s) of) the documents are similar or not.

As can be appreciated from the foregoing description, the
present invention is more concerned with what is being
compared (i.e., query-relevant part(s)) for similarity than
how the similarity determination is made. Accordingly, any
known, publicly available, and/or proprietary similarity
determination method can be used, although some may yield
better results than others.

§4.3.2 Exemplary Apparatus

FIG. 13 is high-level block diagram of a machine 1300
which may effect one or more of the processes discussed
above. The machine 1300 basically includes a processor(s)
1310, an input/output interface unit(s) 1330, a storage device
(s) 1320, and a system bus or network 1340 for facilitating
the communication of information among the coupled ele-
ments. An input device(s) 1332 and an output device(s) 1334
may be coupled with the input/output interface(s) 1330.

The processor(s) 1310 may execute machine-executable
instructions (e.g., C or C++ running on the Solaris operating
system available from Sun Microsystems Inc. of Palo Alto,
Calif. or the Linux operating system widely available from
a number of vendors such as Red Hat, Inc. of Durham, N.C.)
to effect one or more aspects of the present invention. At
least a portion of the machine executable instructions may
be stored (temporarily or more permanently) on the storage
device(s) 1320 and/or may be received from an external
source via an input interface unit 1330.

Some aspects of the present invention may be effected in
the general context of computer-executable instructions,
such as program modules, being executed by a personal
computer. However, the methods of the present invention
may be effected by (and the data structures of the present
invention may be stored on) other apparatus. Program mod-
ules may include routines, programs, objects, components,
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data structures, etc. that perform a task(s) or implement
particular abstract data types. Moreover, those skilled in the
art will appreciate that at least some aspects of the present
invention may be practiced with other configurations,
including hand-held devices, multiprocessor systems,
microprocessor-based or programmable consumer
electronics, network computers, minicomputers, set-top
boxes, mainframe computers, and the like. At least some
aspects of the present invention may also be practiced in
distributed computing environments where tasks are per-
formed by remote processing devices linked through a
communications network. In a distributed computing
environment, program modules may be located in local
and/or remote memory storage devices.

In one embodiment, the machine 1300 may be one or
more conventional personal computers. In this case, the
processing unit(s) 1310 may be one or more
microprocessors, the bus 1340 may include a system bus that
couples various system components including a system
memory to the processing unit(s). The system bus 1340 may
be any of several types of bus structures including a memory
bus or memory controller, a peripheral bus, and a local bus
using any of a variety of bus architectures. The storage
devices 1320 may include system memory, such as read only
memory (ROM) and/or random access memory (RAM). A
basic input/output system (BIOS), containing basic routines
that help to transfer information between elements within
the personal computer, such as during start-up, may be
stored in ROM. The storage device(s) 1320 may also include
a hard disk drive for reading from and writing to a hard disk,
a magnetic disk drive for reading from or writing to a (e.g.,
removable) magnetic disk, and an optical disk drive for
reading from or writing to a removable (magneto-) optical
disk such as a compact disk or other (magneto-) optical
media. The hard disk drive, magnetic disk drive, and
(magneto-) optical disk drive may be coupled with the
system bus 1340 by a hard disk drive interface, a magnetic
disk drive interface, and an (magneto-) optical drive
interface, respectively. The drives and their associated stor-
age media may provide nonvolatile storage of machine-
readable instructions, data structures, program modules and
other data for the personal computer. Although the exem-
plary environment described herein employs a hard disk, a
removable magnetic disk and a removable optical disk,
those skilled in the art will appreciate that other types of
storage media (with appropriate interface devices), may be
used instead of, or in addition to, the storage devices
introduced above.

A user may enter commands and information into the
personal computer through input devices 1332, such as a
keyboard and pointing device (e.g., a mouse) for example.
Other input devices such as a microphone, a joystick, a game
pad, a satellite dish, a scanner, or the like, may also (or
alternatively) be included. These and other input devices are
often connected to the processing unit(s) 1310 through a
serial port interface 1330 coupled to the system bus 1340.
Input devices may be connected by other interfaces 1330,
such as a parallel port, a game port or a universal serial bus
(USB). However, in the context of a search facility 730, no
input devices, other than those needed to accept queries, and
possibly those for system administration and maintenance,
are needed.

The output device(s) 1334 may include a monitor or other
type of display device, which may also be connected to the
system bus 1340 via an interface 1330, such as a video
adapter for example. In addition to (or instead of) the
monitor, the personal computer may include other
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(peripheral) output devices (not shown), such as speakers
and printers for example. Again, in the context of a search
facility 730, no output devices, other than those needed to
communicate query results, and possibly those for system
administration and maintenance, are needed.

The computer may operate in a networked environment
which defines logical and/or physical connections to one or
more remote computers, such as a remote computer. The
remote computer may be another personal computer, a
server, a router, a network computer, a peer device or other
common network node, and may include many or all of the
elements described above relative to the personal computer.
The logical and/or physical connections may include a local
area network (LAN) and a wide area network (WAN). An
intranet and the Internet may be used instead of, or in
addition to, such networks.

When used in a LAN, the personal computer may be
connected to the LAN through a network interface adapter
(or “NIC”) 1330. When used in a WAN, such as the Internet,
the personal computer may include a modem or other means
for establishing communications over the wide area net-
work. In a networked environment, at least some of the
program modules depicted relative to the personal computer
may be stored in the remote memory storage device. The
network connections shown are exemplary and other means
of establishing a communications link between the comput-
ers may be used.

Referring once again to FIG. 7, the information access
facility 710 may be a personal computer, the browsing
process 712 may be an Internet browser such as Explorer
from Microsoft Corporation or Netscape from Sun
Microsystems, and the input/output interface process(es)
718 may include communications software and hardware.
Other information access facilities 710 may be untethered
devices such as mobile telephones, personal digital
assistants, etc., or other information appliances such as
set-top boxes, network appliances, etc.

§4.4 EXAMPLE OF OPERATION OF
EXEMPLARY EMBODIMENT

An example of operation of an exemplary embodiment of
the present invention is now described with reference to
FIGS. 14 through 16. FIG. 14 is a data messaging or
communications diagram which illustrates an operation of
an exemplary embodiment of the present invention. First, as
indicated by communication 1405, a search process 830'
receives a query from a client user interface process 716'. In
this example, the query is “muppet faq”. (Referring to FIG.
7, the (entire) browsing process 712, the (client) input/output
interface process(es) 718, the network 760, the (search
engine) input/output interface process(es) 732, and the
(entire) query processing process 734 are not shown in FIG.
14, to simplify the drawing.) The search process 830" gen-
erates results in the normal manner and saves them as
rank-ordered results, as indicated by communication 1410.
FIG. 15 illustrates these results as they could be rendered to
the client user. In accordance with the present invention,
however, these ranked results are merely candidate results
CR,, CR,, ..., CR,,. The search process 830' then calls the
duplicate removal management process 930 as indicated by
communication 1415.

The duplicate removal management process 930 will then
request at least some, if not all, of the candidate results as
indicated in communication 1420. The requested results are
returned in communication 1425. Since the first candidate
result CR; is the highest ranking, if its query-relevant parts
QR, are “similar” to the query-relevant parts QR, (i=1), it is
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still kept as a final result—the i candidate result CR, is not
used. Accordingly, as indicated by communication 1430, the
duplicate removal management process 930 may write the
first candidate results CR, to the final set 940.

The duplicate removal management process 930 also calls
the query-relevant information (e.g., “snippet”) extraction
process 934 as indicated by communication 1435. In
response, the query-relevant information extraction process
934 requests 1440 the (decompressed) documents corre-
sponding to the candidate results CR as indicated by com-
munication 1440. The repository 814', or some other source
of (decompressed) documents, returns the requested
(decompressed) documents to the query-relevant informa-
tion extraction process 934 as indicated by communication
1445. The query-relevant information extraction process
934 may determine the query-relevant parts QR of the
decompressed documents and save them to 936 as indicated
by communication 1450. The query-relevant information
extraction process 934 then indicates to the duplicate man-
agement process 930 that it is done, as indicated by com-
munication 1455. (Note that although the query-relevant
information extraction process 934 has been illustrated as
operating on all of the candidate results CR, it can process
smaller batches of candidate results CR, or process one
candidate result CR at a time.)

The duplicate removal management process 930 may then
call the query dependent similarity process 932 as indicated
by communication 1460. In response, the query dependent
similarity process 932 may request at least two query-
relevant part(s) QR of at least two candidate results for
comparison as indicated by communication 1465. These
query-relevant part(s) QRs are returned to the query depen-
dent similarity process 932 in communication 1470. Once
the query dependent similarity process 932 determines
whether or not the two query-relevant part(s) QRs are
similar or not, it returns its answer to the duplicate manage-
ment process 930 as indicated by communication 1475. The
communications 1465, 1470, and 1475 may be repeated for
each candidate result in the final set (until a similarity is
determined). If a “not similar” response is returned for all
pairs of the i query part(s) and query part(s) QR corre-
sponding to candidate results CR already in the final set, the
candidate result CR corresponding to the query-relevant
part(s) under consideration is written to the final set 940 as
indicated by communication 1480. Once, however, a “simi-
lar” response is returned, the candidate CR under consider-
ation is removed from consideration.

In the example illustrated in FIG. 15, an extraction
method which extracts titles (See the first line, underlined, of
each candidate result CR.) and two snippets (See the second
and third lines of each candidate result CR.), and a similarity
method which requires an exact match of query-relevant
part(s) were used.

Referring to FIG. 15, since the query-relevant part(s) QR,
of candidate results CR, exactly match the query-relevant
parts QR of candidate result CRs, the candidate result CR,
will not be part of the final set 940. In this particular
example, the candidate results CRg and CR, had identical
content but different “last update” dates and different
“BASE HREF” tags reflecting that they are hosted at dif-
ferent locations. Similarly, since the query-relevant part(s)
QRg of candidate results CRg exactly match the query-
relevant parts QR, of candidate result CRg, the candidate
result CR, will not be part of the final set 940.

Still referring to FIG. 15, candidate results CR, and CR,
also reference the same document as candidate results CRs
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and CR,. The documents corresponding to CRy and CR,,
contain the same information as those corresponding to CRy
and CR, except for headers added by the hosting sites. Only
one of these two results is saved to the final set 930 (CR is
saved rather than CR, since it is slightly more relevant.) to
be rendered to the client user.

FIG. 16 illustrates the results as they could be rendered to
the client user. Notice that candidate results CR,, CRg, and
CR,, did not make the final set. The last three results are
other candidate results which ranked lower than CR,.

In the foregoing example, the snippets rendered to a client
user (preceding a URL also rendered to the client user) were
the same as those snippets extracted by the query-relevant
information (e.g., snippet) extraction process 934.

Slightly modifying the foregoing example, if the query-
relevant information extraction method were changed so that
only document titles, if they exist, were extracted, a much
more aggressive duplicate removal method would result. If
this method was used with the candidate results CR, through
CR,, of FIG. 15, candidate results CR,, CRy, and CR,,
would not make the final set 940 since they have the same
title as candidate result CR,. Similarly, candidate result CRy
would not make the final set 940 since it has the same title
as candidate results CRq.

In another example, if the query-relevant information
extraction method were maintained (i.c., title and two
snippets), but the similarity method were relaxed such that
query-relevant part(s) QRs with no more than five non-
intersecting words were deemed similar, then candidate
results CRy, CR,, and CRg would be found to be duplicates
of candidate result CRs, and candidate result CR,, would be
found to be a duplicate of candidate result CR,,.

§4.5 CONCLUSIONS

As can be appreciated from the foregoing, an improved
duplicate detection technique is disclosed. This technique
may be automated so that processing a large amount of
content from a large number of sources is feasible. By
limiting the portion(s) of the documents being compared
based on a query, a large range of duplicate document types,
including those that would be missed by conventional simi-
larity determination techniques, may now be detected.
Further, since only a portion(s) of the documents are
compared, the similarity threshold can be set relatively
higher, thereby decreasing the number of documents that
would be falsely identified as duplicates if a lower threshold
were used.

What is claimed is:

1. A storage facility including at least one machine-
readable medium storing information comprising:

a) ranked query results;

b) query-relevant parts of documents corresponding to the
ranked query results; and

¢) a final set of query results,
wherein the final set of query results is a sub-set of the
ranked query results, and
wherein the final set of query results does not include
any two query results corresponding to documents
that have similar query-relevant parts.
2. The storage facility of claim 1, the stored information
further comprising:
d) documents corresponding to the ranked query results.
3. A method for processing search results generated based
on a query, the method comprising:

18

a) accepting the search results;
b) accepting keyword information extracted from the
query;
¢) generating a set of final search results from the accepted
5 search results using the accepted keyword information,
wherein the act of generating a set of final search results
includes

i) determining, using the accepted keyword information,
whether or not a candidate search result is similar to a
search result already in the set of final search results;
and

ii) if it is determined that the candidate search result is
similar to a search result already in the set of final
search results, then not adding the candidate search

15 result to the set of final search results, and

wherein the act of determining whether or not a candidate
search result is similar to a search result already in the set of
final search results includes

A) extracting at least a part of the candidate search result
that is relevant to the keyword information extracted
from the query, thereby generating first query-relevant
information;

B) extracting at least a part of the search result already in
the set of final search results that is relevant to the
keyword information extracted from the query, thereby
generating second query-relevant information; and

C) determining whether or not the first query-relevant
information is similar to the second query-relevant
information,

wherein, if the first query-relevant information is determined
to be similar to the second query-relevant information, then
determining the candidate search result to be similar to the
search result already in the set of final search results, and

wherein, if the first query-relevant information is determined
not to be similar to the second query-relevant information,
then determining the candidate search result not to be similar
to the search result already in the set of final search results.

4. The method of claim 3 wherein the keyword informa-

tion extracted from the query includes query keywords, and
wherein the act of extracting at least a part of the
candidate search result that is relevant to the keyword
information extracted from the query, thereby generat-
ing first query-relevant information includes:
1) defining a window as a first predetermined number
of characters;
2) applying the window to various parts of a document
corresponding to the candidate search result;
3) for each of the various parts of the document to
which a window is applied,
determining the number of keywords in the current
part of the document to determine a hit count;
4) ranking the various parts of the document to which
a window is applied based on its associated hit count;
and
5) taking a second predetermined number of the highest
ranking various parts of the document to define at
least a part of the first query-relevant information.

5. The method of claim 3 wherein the keyword informa-

tion extracted from the query includes query keywords, and
wherein the act of extracting at least a part of the
candidate search result that is relevant to the keyword
information extracted from the query, thereby generat-

ing first query-relevant information includes:
1) segmenting a document corresponding to the can-
didate search result to define a plurality of segments;
2) for each of the segments, determining whether or not
the segment includes at least one of the query

keywords; and
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3) for each of the segments, if it was determined that the
segment includes at least one of the query keywords,
then adding the segment to the first query-relevant
information.

6. The method of claim 5 wherein the act of segmenting
a document corresponding to the candidate search result to
define a plurality of segments, segments the document into
sentences.

7. The method of claim 5 wherein the act of segmenting
a document corresponding to the candidate search result to
define a plurality of segments, segments the document into
paragraphs.

8. The method of claim 3 wherein the keyword informa-
tion extracted from the query includes query keywords, and

wherein the act of extracting at least a part of the

candidate search result that is relevant to the keyword
information extracted from the query, thereby generat-
ing first query-relevant information includes:

1) segmenting a document corresponding to the can-
didate search result to define a plurality of segments;

2) for each of the segments, determining whether or not
the segment includes at least a predetermined num-
ber of the query keywords; and

3) for each of the segments, if it was determined that the
segment includes at least the predetermined number
of the query keywords, then adding the segment to
the first query-relevant information.

9. The method of claim 8 wherein the act of segmenting
a document corresponding to the candidate search result to
define a plurality of segments, segments the document into
sentences.

10. The method of claim 8 wherein the act of segmenting
a document corresponding to the candidate search result to
define a plurality of segments, segments the document into
paragraphs.

11. The method of claim 3 wherein the keyword infor-
mation extracted from the query includes query keywords,
and

wherein the act of extracting at least a part of the

candidate search result that is relevant to the keyword

information extracted from the query, thereby generat-
ing first query-relevant information includes:

1) segmenting a document corresponding to the search
result to define a plurality of segments;

2) for each of the segments, determining whether or not
the segment includes at a predetermined number of
different ones of the query keywords; and

3) for each of the segments, if it was determined that the
segment includes at least the predetermined number
of different ones of the query keywords, then adding
the segment to the first query-relevant information.

12. The method of claim 11 wherein the act of segmenting
a document corresponding to the candidate search result to
define a plurality of segments, segments the document into
sentences.

13. The method of claim 11 wherein the act of segmenting
a document corresponding to the candidate search result to
define a plurality of segments, segments the document into
paragraphs.

14. A machine-readable medium including machine
executable instructions which, when executed by a machine,
processes search results generated based on a query by:

a) accepting the search results;

b) accepting keyword information extracted from the

query;

¢) generating a set of final search results from the accepted

search results using the accepted keyword information,
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including further machine executable instructions which,
when executed by a machine, generate the set of final search
results by

i) determining, using the accepted keyword
5 information, whether or not a candidate search
result is similar to a search result already in the set

of final search results; and
ii) adding the candidate search result to the set of
final search results only if it is determined that the
candidate search result is not similar to any search
results already in the set of final search result, and
including further machine executable instructions which,
when executed by a machine determine whether or not a
search result is similar to a search result already in the set of

15 final search results by

A) extracting at least a part of the search result that is
relevant to the keyword information extracted from the
query, thereby generating first query-relevant informa-
tion;

20 B) extracting at least a part of the search result already in
the set of final search results that is relevant to the
keyword information extracted from the query, thereby
generating second query-relevant information; and

C) determining whether or not the first query-relevant
information is similar to the second query-relevant
information,

wherein, if the first query-relevant information is determined
to be similar to the second query-relevant information, then
determining the search results to be similar to the search
result already in the set of final search results, and
wherein, if the first query-relevant information is determined
not to be similar to the second query-relevant information,
then determining the search results not to be similar to the
search result already in the set of final search results.

15. A method for processing search results generated

based on a query, the method comprising:

25

a) accepting the search results;
b) accepting keyword information extracted from the
query;
¢) generating a set of final search results from the accepted
search results using the accepted keyword information,
wherein the act of generating a set of final search results
includes

40

4 i) determining, using the accepted keyword information,

whether or not a candidate search result is similar to a
search result already in the set of final search results;
and

ii) adding the search results to the set of final search
results only if it is determined that the candidate search
result is not similar to any search results already in the
set of final search result, and

wherein the act of determining whether or not a candidate
search result is similar to a search result already in the set of
final search results includes

A) extracting at least a part of the candidate search result
that is relevant to the keyword information extracted
from the query, thereby generating first query-relevant
information;

B) extracting at least a part of the search result already in
the set of final search results that is relevant to the
keyword information extracted from the query, thereby
generating second query-relevant information; and

C) determining whether or not the first query-relevant
information is similar to the second query-relevant
information,

60
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wherein, if the first query-relevant information is determined
to be similar to the second query-relevant information, then
determining the candidate search result to be similar to the
search result already in the set of final search results, and

wherein, if the first query-relevant information is determined
not to be similar to the second query-relevant information,
then determining the candidate search result not to be similar
to the search result already in the set of final search results.

16. The method of claim 15 wherein the keyword infor-
mation extracted from the query includes query keywords,
and

wherein the act of extracting at least a part of the

candidate search result that is relevant to the keyword

information extracted from the query, thereby generat-
ing first query-relevant information includes:

1) defining a window as a first predetermined number
of characters;

2) applying the window to various parts of a document
corresponding to the candidate search result;

3) for each of the various parts of the document to
which a window is applied,
determining the number of keywords in the current

part of the document to determine a hit count;

4) ranking the various parts of the document to which
a window is applied based on its associated hit count;
and

5) taking a second predetermined number of the highest
ranking various parts of the document to define at
least a part of the first query-relevant information.

17. The method of claim 15 wherein the keyword infor-
mation extracted from the query includes query keywords,
and

wherein the act of extracting at least a part of the

candidate search result that is relevant to the keyword

information extracted from the query, thereby generat-
ing first query-relevant information includes:

1) segmenting a document corresponding to the search
result to define a plurality of segments;

2) for each of the segments, determining whether or not
the segment includes at least one of the query
keywords; and

3) for each of the segments, if it was determined that the
segment includes at least one of the query keywords,
then adding the segment to the first query-relevant
information.

18. The method of claim 17 wherein the act of segmenting
a document corresponding to the candidate search result to
define a plurality of segments, segments the document into
sentences.

19. The method of claim 17 wherein the act of segmenting
a document corresponding to the candidate search result to
define a plurality of segments, segments the document into
paragraphs.

20. The method of claim 15 wherein the keyword infor-
mation extracted from the query includes query keywords,
and

wherein the act of extracting at least a part of the

candidate search result that is relevant to the keyword

information extracted from the query, thereby generat-
ing first query-relevant information includes:

1) segmenting a document corresponding to the can-
didate search result to define a plurality of segments;

2) for each of the segments, determining whether or not
the segment includes at a predetermined number of
the query keywords; and

3) for each of the segments, if it was determined that the
segment includes at least the predetermined number
of the query keywords, then adding the segment to
the first query-relevant information.
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21. The method of claim 20 wherein the act of segmenting
a document corresponding to the candidate search result to
define a plurality of segments, segments the document into
sentences.

22. The method of claim 20 wherein the act of segmenting
a document corresponding to the candidate search result to
define a plurality of segments, segments the document into
paragraphs.

23. The method of claim 15 wherein the keyword infor-
mation extracted from the query includes query keywords,
and

wherein the act of extracting at least a part of the
candidate search result that is relevant to the keyword
information extracted from the query, thereby generat-
ing first query-relevant information includes:

1) segmenting a document corresponding to the can-
didate search result to define a plurality of segments;

2) for each of the segments, determining whether or not
the segment includes at a predetermined number of
different ones of the query keywords; and

3) for each of the segments, if it was determined that the
segment includes at least the predetermined number
of different ones of the query keywords, then adding
the segment to the first query-relevant information.

24. The method of claim 23 wherein the act of segmenting
a document corresponding to the candidate search result to
define a plurality of segments, segments the document into
sentences.

25. The method of claim 23 wherein the act of segmenting
a document corresponding to the candidate search result to
define a plurality of segments, segments the document into
paragraphs.

26. A method for determining whether or not a first
document corresponding to a first search result is similar to
a second document corresponding to a second search result,
the method comprising:

a) accepting a query that generated the first and second

search results;
b) extracting at least a part of the first document that is
relevant to the information derived from the query,
thereby generating first query-relevant information;
¢) extracting at least a part of the second document that is
relevant to the information derived from the query,
thereby generating second query-relevant information;
and
d) determining whether or not the first query-relevant
information is similar to the second query-relevant
information,
wherein, if the first query-relevant information is deter-
mined to be similar to the second query-relevant
information, then determining the first document to
be similar to the second document, and

wherein, if the first query-relevant information is deter-
mined not to be similar to the second query-relevant
information, then determining the first document not
to be similar to the second document.

27. The method of claim 26 wherein the information
derived from the query includes query keywords, and

wherein the act of extracting at least a part of the first
document that is relevant to the information derived
from the query, thereby generating first query-relevant
information includes:

1) defining a window as a first predetermined number
of characters;

2) applying the window to various parts of the first
document;

3) for each of the various parts of the first document to
which a window is applied,
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determining the number of keywords in the current
part of the first document to determine a hit count;

4) ranking the various parts of the first document to
which a window is applied based on its associated hit
count; and

5) taking a second predetermined number of the highest
ranking various parts of the first document to define
at least a part of the first query-relevant information.

28. The method of claim 26 wherein the information
derived from the query includes query keywords, and

wherein the act of extracting at least a part of the first

documents that is relevant to the information derived
from the query, thereby generating first query-relevant
information includes:

1) segmenting the first document to define a plurality of
segments;

2) for each of the segments, determining whether or not
the segment includes at least one of the query
keywords; and

3) for each of the segments, if it was determined that the
segment includes at least one of the query keywords,
then adding the segment to the first query-relevant
information.

29. The method of claim 28 wherein the act of segmenting
the first document to define a plurality of segments, seg-
ments the first document into sentences.

30. The method of claim 28 wherein the act of segmenting
the first document to define a plurality of segments, seg-
ments the first document into paragraphs.

31. The method of claim 26 wherein the information
derived from the query includes query keywords, and

wherein the act of extracting at least a part of the first

document that is relevant to the information derived
from the query, thereby generating first query-relevant
information includes:

1) segmenting the first document to define a plurality of
segments;

2) for each of the segments, determining whether or not
the segment includes at a predetermined number of
the query keywords; and

3) for each of the segments, if it was determined that the
segment includes at least the predetermined number
of the query keywords, then adding the segment to
the first query-relevant information.

32. The method of claim 31 wherein the act of segmenting
the first document to define a plurality of segments, seg-
ments the first document into sentences.

33. The method of claim 31 wherein the act of segmenting
the first document to define a plurality of segments, seg-
ments the first document into paragraphs.

34. The method of claim 26 wherein the information
derived from the query includes query keywords, and

wherein the act of extracting at least a part of the first

document that is relevant to the information derived
from the query, thereby generating first query-relevant
information includes:

1) segmenting the first document to define a plurality of
segments;

2) for each of the segments, determining whether or not
the segment includes at a predetermined number of
different ones of the query keywords; and

3) for each of the segments, if it was determined that the
segment includes at least the predetermined number
of different ones of the query keywords, then adding
the segment to the first query-relevant information.

35. The method of claim 34 wherein the act of segmenting
the first document to define a plurality of segments, seg-
ments the document into sentences.
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36. The method of claim 34 wherein the act of segmenting
the first document to define a plurality of segments, seg-
ments the document into paragraphs.

37. An apparatus for processing search results generated
based on a query, the apparatus comprising:

a) a storage facility for storing the search results and for

storing keyword information extracted from the query;
and

b) a final results generator for generating a set of final
search results from the search results stored in the
storage facility using the keyword information stored in
the storage facility,

wherein the final set generator includes

i) a similarity determination facility for determining,
using the accepted keyword information, whether or
not a search result is similar to a search result already
in the set of final search results; and

ii) means for adding the search results to the set of final
search results only if the similarity determination facil-
ity determines that the search result is not similar to any
search results already in the set of final search result,
and

wherein the similarity determination facility includes

A) a query-relevant extraction facility for extracting at
least a part of the search result that is relevant to the
keyword information extracted from the query, thereby
generating first query-relevant information, and for
extracting at least a part of the search result already in
the set of final search results that is relevant to the
keyword information extracted from the query, thereby
generating second query-relevant information; and

B) a query-relevant similarity determination facility for
determining whether or not the first query-relevant
information is similar to the second query-relevant
information

wherein, if the query-relevant similarity determination facil-
ity determines that the first query-relevant information is
similar to the second query-relevant information, then the
similarity determination facility determines the search result
to be similar to the search result already in the set of final
search results, and

wherein, if the query-relevant similarity determination facil-
ity determines that the first query-relevant information is not
similar to the second query-relevant information, then the
similarity determination facility determines the search result
not to be similar to the search result already in the set of final
search results.

38. A method for processing search results generated

based on a query, the method comprising:

a) accepting the search results;

b) accepting information derived from the query;

¢) accepting documents associated with the search results;

d) extracting portions of the documents associated with
the search results using the information derived from
the query to generate query-relevant information for
each of the documents; and

¢) generating a set of final search results from the accepted
search results using the extracted portions of the
documents,

In accordance with 37 C.F.R. §1.121 (c)(1)(ii), separate
sheets with the rewritten claims marked-up to show
the changes made to the previous version of the
claims, is filed herewith.



