Features that may be used to represent relevance information (e.g., properties, characteristics, etc.) of an entity, such as a document or concept for example, may be associated with the document by accepting an identifier that identifies a document; obtaining search query information (and/or other serving parameter information) related to the document using the document identifier, determining features using the obtained query information (and/or other serving parameter information), and associating the features determined with the document. Weights of such features may be similarly determined. The weights may be determined using scores. The scores may be a function of one or more of whether the document was selected, a user dwell time on a selected document, whether or not a conversion occurred with respect to the document, etc. The document may be a Web page. The features may be n-grams. The relevance information of the document may be used to target the serving of advertisements with the document.
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§ 1. BACKGROUND OF THE INVENTION

[0001] § 1.1 Field of the Invention

[0002] The present invention concerns advertising. In particular, the present invention concerns improving targeted advertising.

[0003] § 1.2 Background Information

[0004] Interactive advertising provides opportunities for advertisers to target their ads to a receptive audience. That is, targeted ads are more likely to be useful to end users since the ads may be relevant to a need inferred from some user activity (e.g., relevant to a user’s search query to a search engine, relevant to content in a document requested by the user, etc.). Query keyword relevant advertising has been used by search engines. The AdWords advertising system by Google of Mountain View, Calif. is one example of query keyword relevant advertising. Similarly, content-relevant advertising systems, such as the AdSense advertising system by Google for example, have been used. For example, U.S. patent application Ser. No. 10/314,427 (incorporated herein by reference and referred to as “the ‘427 application”) titled “METHODS AND APPARATUS FOR SERVING RELAVANT ADVERTISEMENTS”, filed on Dec. 6, 2002 and listing Jeffrey A. Dean, Georges R. Harik and Paul Buchheit as inventors, and Ser. No. 10/375,900 (incorporated by reference and referred to as “the ‘900 application”) titled “SERVING ADVERTISEMENTS BASED ON CONTENT,” filed on Feb. 26, 2003 and listing Darrell Anderson, Paul Buchheit, Alex Carobus, Claire Cui, Jeffrey A. Dean, Georges R. Harik, Deepak Jindal and Narayanan Shivakumar as inventors, describe methods and apparatus for serving ads relevant to the content of a document, such as a Web page for example.

[0005] When ads are to be served using some measure of their relevance to document, relevance information about the document is needed. Such relevance information may be determined from information intrinsic to the document, such as content extracted from the document. For example, concepts or topics may be determined using the content of the document. The document may also be assigned to one or more clusters. (See, e.g., U.S. Provisional Application Ser. No. 60/416,144 (incorporated herein by reference), titled “METHODS AND APPARATUS FOR PROBABILISTIC HIERARCHICAL INFERENTIAL LEARNER,” filed on Oct. 3, 2003 In another example, feature vectors may be used to represent the occurrence of words and/or phrases in the document. Although such techniques for determining relevance information for documents have worked well, it is desirable to be able to provide additional relevance information, and/or to refine the relevance information to make it more useful.

[0006] Further if ads are to be associated with categories (e.g., for targeting to document categories, for association with categorical listings, etc.) it would be useful to develop and/or test such associations. Similarly, if query terms are to be associated with categories (e.g., for generating a categorized result page in response to a search query), it would be useful to develop and/or test such associations.

[0007] In view of the foregoing, it would be useful to expand and/or refine document and/or category relevance information. More generally, it would be useful to associate features with entities, such as documents, categories, etc. It would also be useful to score (e.g., weight) such associations.

§ 2. SUMMARY OF THE INVENTION

[0008] Embodiments consistent with the present invention may be used to determine features that may be used to represent relevance information (e.g., properties, characteristics, etc.) of an entity, such as a document or category for example. Such features may be determined and associated with the entity by accepting an identifier that identifies the entity, obtaining search query information related to the entity using the entity identifier, determining features using the obtained query information, and associating the features determined with the entity. In at least some embodiments consistent with the present invention, such features may be determined for an entity using query information, and/or perhaps user action information. In at least some embodiments consistent with the present invention, in addition to, or instead of, query information, other serving parameter information may be used to determine and/or weight features.

[0009] In at least some embodiments consistent with the present invention, weights of such features may be similarly determined. The weights may be determined using scores. In the context of document entities, the scores may be a function of one or more of (i) whether the document was selected, (ii) a user dwell time on a selected document, (iii) whether or not a conversation occurred with respect to the document, (iv) a frequency of queries including the feature, etc.

[0010] In at least some embodiments consistent with the present invention, the document is a Web page. In at least some embodiments consistent with the present invention, the features are n-grams.

[0011] In at least some embodiments consistent with the present invention, the relevance information of the document may be used to target the serving of advertisements with the document. In at least some other embodiments consistent with the present invention, the features of a category may be used to associate query terms and categories, and/or ads and categories.

[0012] In at least some embodiments consistent with the present invention, a score (e.g., a weight) associated with the feature-to-entity association may be updated by (i) using the feature-to-entity association to generate one or more results for presentation to a user, (ii) tracking user behavior with respect to the results, and (iii) updating the score associated with the feature-to-entity association using the tracked user behavior.

§ 3. BRIEF DESCRIPTION OF THE DRAWINGS

[0013] FIG. 1 is a block diagram illustrating an exemplary on-line advertising environment in which, or with which, the present invention may be used.

[0014] FIG. 2 is a bubble diagram illustrating operations that may be performed, and information that may be gen-
erated, used, and/or stored, by a document feature generation and/or update system consistent with the present invention.

[0015] FIG. 3 is a bubble chart illustrating operations that may be used with search operations to associate query terms and selections with documents in a manner consistent with the present invention.

[0016] FIG. 4 is a bubble diagram illustrating operations that may be performed, and information that may be generated, used, and/or stored, by a document feature generation and/or update system consistent with the present invention.

[0017] FIG. 5 is a flow diagram of an exemplary method that may be used to generate and/or update document feature information in a manner consistent with the present invention.

[0018] FIG. 6 is a flow diagram of an exemplary method that may be used to generate and/or update document feature information in a manner consistent with the present invention.

[0019] FIG. 7 is block diagram of a machine that may perform one or more operations and store information used and/or generated in a manner consistent with the present invention.

[0020] FIG. 8 is a diagram illustrating an example of how an exemplary embodiment consistent with present invention may operate are described in § 4.2. Thereafter, exemplary embodiments consistent with the present invention are described in § 4.3. An example illustrating an operation in an exemplary embodiment consistent with the present invention is provided in § 4.4. Finally, some conclusions regarding the present invention are set forth in § 4.5.

§ 4.1. Definitions

[0023] Online ads may have various intrinsic features. Such features may be specified by an application and/or an advertiser. These features are referred to as “ad features” below. For example, in the case of a text ad, ad features may include a title line, an ad text, and an embedded link. In the case of an image ad, ad features may include images, executable code, and an embedded link. Depending on the type of online ad, ad features may include one or more of the following: text, a link, an audio file, a video file, an image file, executable code, embedded information, etc.

[0024] When an online ad is served, one or more parameters may be used to describe how, when, and/or where the ad was served. These parameters are referred to as “serving parameters” below. Serving parameters may include, for example, one or more of the following: features of (including information on) a document on which, or with which, the ad was served, a search query or search results associated with the serving of the ad, a user characteristic (e.g., their geographic location, the language used by the user, the type of browser used, previous page views, previous behavior), a host or affiliate site (e.g., America Online, Google, Yahoo) that initiated the request, an absolute position of the ad on the page on which it was served, a position (spatial or temporal) of the ad relative to other ads served, an absolute size of the ad, a size of the ad relative to other ads, a color of the ad, a number of other ads served, types of other ads served, time of day served, time of week served, time of year served, etc. Naturally, there are other serving parameters that may be used in the context of the invention.

[0025] Although serving parameters may be extrinsic to ad features, they may be associated with an ad as serving conditions or constraints. When used as serving conditions or constraints, such serving parameters are referred to simply as “serving constraints” (or “targeting criteria”). For example, in some systems, an advertiser may be able to target the serving of the ad by specifying that it is only to be served on weekdays, no lower than a certain position, only to users in a certain location, etc. As another example, in some systems, an advertiser may specify that its ad is to be served only if a page or search query includes certain keywords or phrases. As yet another example, in some systems, an advertiser may specify that its ad is to be served only if a document being served includes certain topics or concepts, or falls under a particular cluster or clusters, or some other classification or classifications.

[0026] “Ad information” may include any combination of ad features, ad serving constraints, information derivable from ad features or ad serving constraints (referred to as “ad derived information”), and/or information related to the ad (referred to as “ad related information”), as well as an extension of such information (e.g., information derived from ad related information).

[0027] The ratio of the number of selections (e.g., click-throughs) of an ad to the number of impressions of the ad
(i.e., the number of times an ad is rendered) is defined as the “selection rate” (or “clickthrough rate”) of the ad.

[0028] A “conversion” is said to occur when a user consumes a transaction related to a previously served ad. What constitutes a conversion may vary from case to case and can be determined in a variety of ways. For example, it may be the case that a conversion occurs when a user clicks on an ad, is referred to the advertiser’s Website, and consummates a purchase there before leaving that Website. Alternatively, a conversion may be defined as a user being shown an ad, and making a purchase on the advertiser’s Website within a predetermined time (e.g., seven days). In yet another alternative, a conversion may be defined by an advertiser to be any measurable/observable user action such as, for example, downloading a white paper, navigating to at least a given depth of a Website, viewing at least a certain number of Web pages, spending at least a predetermined amount of time on a Website or Web page, registering on a Website, etc. Often, if user actions don’t indicate a consummated purchase, they may indicate a sales lead, although user actions constituting a conversion are not limited to this. Indeed, many other definitions of what constitutes a conversion are possible.

[0029] The ratio of the number of conversions to the number of impressions of the ad (i.e., the number of times an ad is rendered) is referred to as the “conversion rate.” If a conversion is defined to be able to occur within a predetermined time since the serving of an ad, one possible definition of the conversion rate might only consider ads that have been served more than the predetermined time in the past.

[0030] A “document” is to be broadly interpreted to include any machine-readable and machine-storable work product. A document may be a file, a combination of files, one or more files with embedded links to other files, etc. The files may be of any type, such as text, audio, image, video, etc. Parts of a document to be rendered to an end user can be thought of as “content” of the document. A document may include “structured data” containing both content (words, pictures, etc.) and some indication of the meaning of that content (for example, e-mail fields and associated data, HTML tags and associated data, etc.) Ad spots in the document may be defined by embedded information or instructions. In the context of the Internet, a common document is a Web page. Web pages often include content and may include embedded information (such as meta information, hyperlinks, etc.) and/or embedded instructions (such as JavaScript, etc.). In many cases, a document has a unique, addressable, storage location and can therefore be uniquely identified by this addressable location. A universal resource locator (URL) is a unique address used to access information on the Internet.

[0031] “Document information” may include any information included in the document, information derivable from information included in the document (referred to as “document derived information”), and/or information related to the document (referred to as “document related information”), as well as an extensions of such information (e.g., information derivable from related information). An example of document derived information is a classification based on textual content of a document. Examples of document related information include document information from other document(s) with links to the instant document, as well as document information from other document(s) to which the instant document links and document information from other document(s) related to the instant document.

[0032] Content from a document may be rendered on a “content rendering application or device”. Examples of content rendering applications or devices include an Internet browser (e.g., Explorer or Netscape), a media player (e.g., an MP3 player, a Realnetworks streaming audio file player, etc.), a viewer (e.g., an Adobe Acrobat pdf reader), etc.

[0033] A “content owner” is a person or entity that has some property right in the content of a document. A content owner may be an author of the content. In addition, or alternatively, a content owner may have rights to reproduce the content, rights to prepare derivative works of the content, rights to display or perform the content publicly, and/or other proscribed rights in the content. Although a content server might be a content owner in the content of the documents it serves, this is not necessary.

[0034] “User information” may include user behavior information and/or user profile information.

[0035] “E-mail information” may include any information included in an e-mail (also referred to as “internal e-mail information”), information derivable from information included in the e-mail and/or information related to the e-mail, as well as extensions of such information (e.g., information derived from related information). An example of information derived from e-mail information is information extracted or otherwise derived from search results returned in response to a search query composed of terms extracted from an e-mail subject line. Examples of information related to e-mail information include e-mail information about one or more other e-mails sent by the same sender of a given e-mail, or user information about an e-mail recipient. Information derived from or related to e-mail information may be referred to as “external e-mail information.”

§ 4.2 Environments In Which, or With Which, the Present Invention May Operate

[0036] FIG. 1 illustrates an exemplary environment 100 in which, or with which, the present invention may be used. A user device (also referred to as a “client” or “client device”) 150 may include a browser facility (such as the Explorer browser from Microsoft, the Opera Web Browser from Opera Software of Norway, the Navigator browser from AOL/Time Warner, etc.), an e-mail facility (e.g., Outlook from Microsoft), or any other software application or hardware device used to render content. A search engine 120 may permit user devices 150 to search collections of documents (e.g., Web pages). A content server 130 may permit user devices 150 to access (e.g., for rendering) documents. An e-mail server (such as Hotmail from Microsoft Network, Yahoo Mail, GMail from Google, etc.) 140 may be used to provide e-mail functionality to user devices 150. An ad server 110 may be used to serve ads to user devices 150. The ads may be served in association with search results provided by the search engine 120. Content-relevant ads may be served in association with content provided by the content server 130, and/or e-mail supported by the e-mail server 140 and/or user device 150 e-mail facilities. Thus, the ad server
110 may be a content-relevant ad server, such as those described in the '427 and '900 applications introduced above.

[0037] As discussed in the '900 application (introduced above), ads may be targeted to documents served by content servers. Thus, a content server 130 that receives requests for documents (e.g., articles, discussion threads, music, video, graphics, search results, Web page listings, etc.), and retrieves the requested document in response to, or otherwise services, the request may consume ads. The content server 130 may submit a request for ads to the ad server 110. Alternatively, or in addition, a user device 150 may submit such a request. Alternatively, or in addition, a Web-based e-mail server 140 may submit such a request. Such an ad request may include a number of ads desired. The ad request may also include document request information. This information may include the document itself (e.g., a Web page), a category or topic corresponding to the content of the document or the document request (e.g., art, business, computers, arts-movies, arts-music, etc.), part or all of the document request, content age, content type (e.g., text, graphics, video, audio, mixed media, etc.), geolocation information, end user local time information, document information (such as document features for example), etc.

[0038] The content server 130, Web-based e-mail server 140, and/or user device 150 may combine the requested document with one or more of the advertisements provided by the ad server 110. This combined information including the document content and advertisement(s) is then forwarded towards, and/or rendered on, the end user device 150 that requested the document, for presentation to the user. Alternatively, or in addition, the ad(s) may be combined with, or rendered with, the requested document in some other way (e.g., by the client device). Finally, the content server 130 or Web-based e-mail server 140 may transmit information about the ads and how, when, and/or where the ads are to be rendered (e.g., position, click-through or not, impression time, impression date, size, conversion or not, etc.) back to the ad server 110. Alternatively, or in addition, such information may be provided back to the ad server 110 by some other means. Consistent with the present invention, the ad server 110 may store ad performance information.

[0039] A search engine 120 may receive queries for search results and may consume ads. In response, the search engine may retrieve relevant search results (e.g., from an index of Web pages). An exemplary search engine is described in the article S. Brin and L. Page, “The Anatomy of a Large-Scale Hypertextual Search Engine,” Seventh International World Wide Web Conference, Brisbane, Australia and in U.S. Pat. No. 6,285,999 (both incorporated herein by reference). Such search results may include, for example, lists of Web page titles, snippets of text extracted from those Web pages, and hypertext links to those Web pages, and may be grouped into a predetermined number of (e.g., ten) search results.

[0040] The search engine 120 may submit a request for ads to the ad server 110. The request may include a number of ads desired. This number may depend on the search results, the amount of screen or page space occupied by the search results, the size and shape of the ads, etc. In one embodiment, the number of desired ads will be from one to ten, and preferably from three to five. The request for ads may also include the query (as entered or parsed), information based on the query (such as end user local time information, geolocation information, whether the query came from an affiliate and an identifier of such an affiliate), and/or information associated with, or based on, the search results. Such information may include, for example, identifiers related to the search results (e.g., document identifiers or “docIDs”), scores related to the search results (e.g., information retrieval (“IR”) scores such as dot products of feature vectors corresponding to a query and a document, Page Rank scores, and/or combinations of IR scores and Page Rank scores), snippets of text extracted from identified documents (e.g., Web pages), full text of identified documents, topics of identified documents, feature vectors of identified documents, etc.

[0041] The search engine 120 may combine the search results with one or more of the advertisements provided by the ad server 110. Alternatively, or in addition, the ad(s) may be combined with, or rendered with, the requested document in some other way (e.g., by the client device). This combined information including the search results and advertisement(s) is then forwarded towards the user that submitted the search, for presentation to the user. Preferably, the search results are maintained as distinct from the ads, so as not to confuse the user between paid advertisements and presumably neutral search results.

[0042] Finally, the search engine 120 may transmit information about the ad and when (e.g., end user local time), where (e.g., geolocation), and/or how the ad was to be rendered (e.g., position, click-through or not, impression time, impression date, size, conversion or not, etc.) back to the ad server 110. Alternatively, or in addition, such information may be provided back to the ad server 110 by some other means. Consistent with the present invention, the search engine 120 may also associate search query information (and/or other serving parameter information) with the documents associated with search results, documents associated with ads, and/or ads. The search engine 120 may also associate the search query information with user actions (e.g., selections, dwell time, etc.) with respect to the documents linked from the search result pages, and/or user actions (e.g., selections, conversions, etc.) with respect to the ads rendered with the search results pages.

[0043] The Web-based e-mail server 140 may be thought of, generally, as a content server in which a document served is simply an e-mail. Further, e-mail applications (such as Microsoft Outlook for example) may be used to send and/or receive e-mail. Therefore, a Web-based e-mail server 140 or a client device 150 application may be thought of as an ad consumer. Thus, e-mails may be thought of as documents, and targeted ads may be served in association with such documents. For example, one or more ads may be served in, under, over, or otherwise in association with an e-mail.

[0044] The various servers may exchange information via one or more networks 160, such as the Internet for example.

§ 4.3 Exemplary Embodiments

§ 4.3.1 Overview

[0045] The present invention permits features, such as keywords or topics, to be associated with entities, such as Web pages or categories. (Generally, entities (or representatives of entities) can be put on a result page, and can be
acted on by users.) Such associations may be used for a variety of reasons, such as, for example, targeting ads, suggesting targeting features for an advertisement for presentation to advertisers, automatically generating targeting criteria for an advertisement, etc. In some embodiments consistent with the present invention, features are associated with entities using search engine query logs, search engine referrals, and/or other user actions with respect to documents associated with a search results page. Methods and apparatus consistent with the present invention can improve the effectiveness of marketing campaigns, and can reduce the amount of work (and cost) in running a campaign.

[0046] FIG. 2 is a bubble diagram illustrating operations 235 that may be performed, and information that may be generated, used, and/or stored, by a document feature generation and/or update system consistent with the present invention, as well as operations for generating information used by such operations 235. As shown, operations 235 may accept a document identifier (such as, for example, a URL if the document is a Web page) 220, use the document identifier 220 to obtain query (and/or user action) information 210 associated with the document, and generate and/or update features (and perhaps weights) for the document 260 using the obtained query (and/or user action) information. More specifically, document query information lookup operations 230 may use the document identifier 220 to lookup query (and/or user action) information 240 pertaining to the identified document 220 from stored information 210. Document feature (vector) generation/update operations 250 may then use this query (and/or user action) information 240 to generate features (and perhaps weights) 260 associated with the identified document.

[0047] In the foregoing example, it was assumed that the document identifier to query (and/or user action) information association information 210 was available. This information may have been generated by the operations illustrated above the dashed line 209. For example, query (and/or user action) logging operations 270 may be used to generate an aggregated log of query to document associations, and perhaps user action (including inaction) to document associations 280. Indexing inverting operations 290 may be used to generate the document identifier to query (and/or user action) information associations 210 from the aggregated log of query to document associations, and perhaps user action (including inaction) to document associations 280.

[0048] FIG. 3 is a bubble chart illustrating operations that may be used with search operations to associate query terms and selections with documents in a manner consistent with the present invention. In response to a search query 320, search operations 310 use term to document inverted index information 340 and perhaps search ranking information 350 to generate a search results document 330. The document 330 may include one or more search results 360. The document 330 may also include one or more ads 370. The search results 360 and/or ads 370 may be selected as indicated by cursor click 380. Referring back to FIG. 2, query (and/or user action) logging operations 270 may be used to log associations between query information 320 and document identifiers (such as URLs or ad identifiers for example) corresponding to the search results 360 and/or ads 370.

[0049] Although performance is improved when an index is used, such an index is not required. For example, features (and perhaps weights) for a document may be derived directly from query (and/or user actions) associated with the document. FIG. 4 is a bubble diagram illustrating operations that may be performed, and information that may be generated and/or stored, by a document feature generation and/or update system consistent with the present invention. Document feature generation/update operations 420 may use query (and/or user action) information to document associations 410 to generate or update features (and perhaps weights) associated with document identifiers 430. Although not necessary, indexing operations 440 may use this information 450 to generate an index of document identifiers to (weighted) features association information 450.

§ 4.3.2 Exemplary Methods

[0050] FIG. 5 is a flow diagram of an exemplary method 500 that may be used to generate and/or update document feature information in a manner consistent with the present invention. A document identifier (e.g., a URL of a Web page) is accepted (Block 510) and query information (and/or user action information) associated with the identified document is obtained (Block 520). As indicated by bracket 230, blocks 510 and 520 exemplify a method, consistent with the present invention, which may be used to perform the document query information lookup operations 230 of FIG. 2. Then, features and/or weights are generated using the obtained query information (and/or user action information) (Block 530), and the features, perhaps weighted features, are stored in association with the document (Block 540) before the method 500 is left (Node 550). As indicated by bracket 250, blocks 530 and 540 exemplify a method, consistent with the present invention, which may be used to perform the document feature generation/update operations 250 of FIG. 2.

[0051] FIG. 6 is a flow diagram of an exemplary method 600 that may be used to generate and/or update document feature information in a manner consistent with the present invention. Query (and perhaps user action) information for a document is accepted. (Block 610) If any (weighted) feature information already exists for the document, it may be accepted. (Block 620) For example, the method 600 may be used to update already existing document (weighted) feature information. New (weighted) feature information is then determined for the document, or existing (weighted) feature information for the document is updated. (Block 630) The determined and/or updated (weighted) features are then stored in association with the document (Block 640) before the method 600 is left (Node 650).

[0052] In one embodiment consistent with the present invention, the features may be unigrams and n-grams, the document may be a Web page and the document identifier may be a URL of the Web page. Alternatively, or in addition, the features may be keywords, such as keywords used for targeting ads for example. Alternatively, or in addition, the features may be concepts, such as concepts used for targeting ads for example. The features may have associated weights in which higher weights indicate features more closely associated with the Web page. Thus, the Web page
may have an associated weighted feature vector generated and/or updated by embodiments consistent with the present invention.

[0053] Methods consistent with the present invention, such as the methods 500 and 600 may be performed for a number of Web pages. Thus, the methods 500 and 600 may be performed for each URL u in a plurality of URLs. In an exemplary embodiment, a plurality of queries Q are retrieved from a plurality of logged queries that returned the URL in a list of search results. (Note that if the document is an ad, or a Web page linked from an ad, the plurality of queries Q may be retrieved from a plurality of logged queries that returned the ad in a set of one or more ads rendered with on the search results page. Features from the queries may be used to populate (and/or update weights of) a feature vector associated with the URL. In one embodiment, only information from queries under which a URL selection occurred is used to populate (and/or update weights of) a feature vector associated with the URL. In yet another embodiment, information from all queries that returned the URL in a list of search results is used to populate (and/or update weights of) a feature vector associated with the URL, but a user action is used to weight the features. For example, information from a query that led to a selected URL may be weighted more than information from a query that let to a rendered URL that was not selected. Other user actions may also affect the feature weights. For example, the feature may be weighted more if a long dwell time occurred after selection than if a short dwell time occurred after selection. As another example, the feature may be weighted more if a conversion occurred after selection of a URL than if no conversion occurred after selection of a URL.

[0054] Different embodiments may select different features associated with the appropriate queries. For example, one embodiment consistent with the present invention may use all exact queries as associated features. As another example, another embodiment consistent with the present invention may use all n-grams from length 1 to length 2 as associated features (optionally with “stop” words and/or non-content words such as “the” removed). In many cases, there will be a set of features that “best” specify a document. If the features are scored and weighed such that the sum of the weights equals 1.00, one embodiment consistent with the present invention would be to take the features with the best weights until the sum of factors reaches some value (e.g., 0.80). In an alternative embodiment consistent with the present invention, features with weights less than a pre-determine percent (e.g., 20%) of the weight of the best feature could be ignored. Still other embodiments consistent with the present invention may use some combination of the foregoing concepts (e.g., filtering features using absolute and/or relative weight or score thresholds) to obtain the “best” set features for a given document, or to filter out features without a strong affinity to the document.

[0055] The (e.g., weighted) features associated with a document may be used in a variety of ways. For example, the features may be used as document relevance information when determining a match (e.g., a similarity) to an ad in a content-relevant ad server such as the one described in the ’900 patent application. As another example, the features may be used to provide or suggest keywords (e.g., used for an ad where the ad is the document, or wherein a landing page of the ad is the document).

§ 4.3.3 Exemplary Apparatus

[0056] FIG. 7 is a high-level block diagram of a machine 700 that may perform one or more of the operations discussed above. One or more such machines 700 may be used as a content-relevant ad server, a separate server, client devices, etc. The machine 700 basically includes one or more processors 710, one or more input/output interface units 730, one or more storage devices 720, and one or more system buses and/or networks 740 for facilitating the communication of information among the coupled elements. One or more input devices 732 and one or more output devices 734 may be coupled with the one or more input/output interfaces 730.

[0057] The one or more processors 710 may execute machine-executable instructions (e.g., C or C++ running on the Solaris operating system available from Sun Microsystems Inc. of Palo Alto, Calif. or the Linux operating system widely available from a number of vendors such as Red Hat, Inc. of Durham, N.C.) to effect one or more aspects of the present invention. At least a portion of the machine executable instructions may be stored (temporarily or permanently) on the one or more storage devices 720 and/or may be received from an external source via one or more input interface units 730.

[0058] In one embodiment, the machine 700 may be one or more conventional personal computers. In this case, the processing units 710 may be one or more microprocessors. The bus 740 may include a system bus. The storage devices 720 may include system memory, such as read only memory (ROM) and/or random access memory (RAM). The storage devices 720 may also include a hard disk drive for reading from and writing to a hard disk, a magnetic disk drive for reading from or writing to a (e.g., removable) magnetic disk, and an optical disk drive for reading from or writing to a removable (magneto-) optical disk such as a compact disk or other (magneto-) optical media.

[0059] A user may enter commands and information into the personal computer through input devices 732, such as a keyboard and pointing device (e.g., a mouse) for example. Other input devices such as a microphone, a joystick, a game pad, a satellite dish, a scanner, or the like, may also (or alternatively) be included. These and other input devices are often connected to the processing unit(s) 710 through an appropriate interface 730 coupled to the system bus 740. The output devices 734 may include a monitor or other type of display device, which may also be connected to the system bus 740 via an appropriate interface. In addition to (or instead of) the monitor, the personal computer may include other (peripheral) output devices (not shown), such as speakers and printers for example.

[0060] Each of the ad server 110, the search engine 120, the content server 130, the e-mail server 140, and the user device 150, etc., may be embodied by one or more such machines 700.

§ 4.3.3.4 Refinements and Alternatives

[0061] Although the method 600 of FIG. 6 was described in the context of determining and/or updating (e.g., the
weight of) unigram or n-gram to document associations, embodiments consistent with the present invention may be used to determine and/or update (the weight of) other feature-to-entity associations (e.g., keyword-to-category associations, category-to-ad associations, etc.). First, a feature-to-entity association is accepted or generated. Then, the association is used to generate (e.g., a document with) results. For example, keyword-to-category associations may be used to determine a Web page with selectable category listings in response to a query including the keyword. As another example, category-to-ad associations may be used to determine a Web page including one or more ads when a category is selected (or if the Web page has content that pertains to the category). User behavior with respect to the results (e.g., selection or not, conversion or not, dwell time, etc.) may be tracked. The tracked user behavior may then be used to update (e.g., the weight of, generally referred to as the “score” of) the feature-to-entity association.

[0062] Thus, suppose for example that three keyword-to-category associations were used to generate a Webpage with a three selectable category links. Suppose further that the user selected the first category link but quickly returned. Now suppose that the user selected the second category link and dwelled on the linked page. Finally, suppose that the user did not select the third category link. The keyword-to-first category association may be somewhat strengthened (e.g., due to the user selection), but not too much (e.g., due to the short dwell time and quick return), the keyword-to-second category association may be strengthened to a greater degree (e.g., due to the user selection and long dwell time), and the keyword-to-third category association may be weakened (e.g., due to the fact that the user did not select the third category link).

[0063] Refinements of, and alternatives to, the embodiments described above are possible. Each of the features may be given a score. The score may be used to determine a weight to assign to the feature, and/or to filter features. For example, a feature with a higher score may receive a higher weight, while a feature with a lower score may receive a lower weight. Weight should be a monotonic function of score, but need not be linear. The score may also be compared with a given (e.g., predetermined) threshold. If the score for the feature is below the threshold, the feature may be removed from association with the document, or it may be weighted to zero. The threshold may be absolute, and/or relative. For example, an absolute threshold might filter out a feature if its score did not exceed a predetermined value, while a relative threshold might filter out a feature that was not one of the top twenty features for the document.

[0064] The score may be a function of one or more of (a) a frequency of the feature with respect to the document, (b) a user action with respect to the document, (c) feature scores of related or similar documents, (d) total frequency and inverse document frequency of the feature, (e) general performance (e.g., selection rate, conversion rate, etc. across all queries) of the document, etc. Examples of each of these factors are described below.

Frequency

[0065] The feature score may be a function of the frequency of the feature (e.g., generated from query information). More frequent features may be given a higher score for example. The feature score may also be a function of the frequency of selections (e.g., clickthroughs) and/or queries for that term.

User Action

[0066] The feature score may be a function of a user action with respect to the document. For example, if the user selected the document when it was rendered on a search results page to a query, features from the query would be scored higher than if the document were not selected. As another example, if the user competed a transaction at a document when it was rendered on a search results page to a query, features from the query would be scored higher than if the no conversion took place on the document. Dwell time may also be considered. For example, if the user selects and dwells on the document for a long period of time when it was rendered on a search results page to a query, features from the query would be scored higher than if the document were selected but the user only dwelled on the document for short period of time. Indeed, a very short dwell time may be used to discount a score enhanced by the fact that a user selected the document.

Feature Scores of Related or Similar Documents

[0067] Since there may be few queries and/or user actions (e.g., selections, conversions, etc.) for some documents, it may be desirable to group documents together and treat them collectively, applying features and weights or scores across more than one document of the group. Documents may be grouped with other documents in various ways. For example, for Web page documents, it may be desirable to combine the analysis for multiple URLs on a Website, for URLs within a directory, URLs on similar topics, linked documents, etc. As a more specific example, all URLs on a Website may be grouped together, and all queries (and user actions) that lead to the Website are used to find features for Web pages of the entire Website. Similar pages may be computed using, for example, TF-IDF.

[0068] Consider URL α, a set of other URLs within the same directory of the Website S_1, a set of all URLs on the same Website S_2, and a set of all URLs with similar content S_3. Consider n-gram features T within queries that resulted in a clickthrough event to the URL α. A score S_1 can be assigned for each term t in T, for example, as follows:

\[ S_1(t) = f(S_1) + w_1 f(S_2) + w_2 f(S_3) + w_3 f(T) \]

where f(S) is a function of the queries and user actions corresponding to URLs within set S. For example, as above, f(S) may factor in the number of occurrences of term t, user selections, and dwell times on the URL or site that the clicked through to. Weights w_1 to w_4 allow the contribution of each set to vary.

[0069] Another improvement is possible by considering the probability of a user action (e.g., selection) for a URL for a term or query. In this case, the expected user action (e.g., selection) can be compared based on the position of a URL in the result list, with the actual user action (e.g., selection). Features may be weighted according to their user action (e.g., selection) rate, with features that result in user action rates above the average (expected) rate being given higher weights, and features that result in user action rates below the average (expected) given lower weights.
Levels of Tracking

[0070] The features and/or feature scores associated with a document may be tracked generally, over all users, or may be tracked per user group, or per individual user. That is, it may be desirable to segment the query and user action data for different types of users in order to create different sets of associated features that may subsequently be used with the different types of users. For example, information may be tracked and aggregated per user group (e.g., users within different demographics, users with similar interests, or individual users). For example, a separation by age groups may result in different features being the best associated features for a specific document. Similarly, if detailed information is available for the interests of a user, the associated features may be biased toward the interests of that user, for example by increasing the weight of features in the analysis above according to the weight of those features for the interests of the user.

Data Structures

[0071] Referring back to FIG. 2, different information associations 210 may be stored and/or accessed, depending on the particular embodiment used. For example, the information associations 210 may include one or more of (i) whether or not the document was selected, (ii) qualitative or quantitative dwell time information, (iii) query frequency, (iv) query parts, (v) document site information, (vi) document directory information, (vii) document group information, (viii) user information, etc.

Features

[0072] Instead of, or in addition to, search query information corresponding to a document, other serving parameters, such as those listed in § 4.1. above for example, may be used to assign and/or weight features.

§ 4.4 Operational Example of an Exemplary Embodiment

[0073] FIG. 8 is a diagram illustrating an example of how an exemplary embodiment consistent with the present invention can be used to associate features (such as terms, n-grams, etc.) with entities (such as categories). As shown, in this exemplary embodiment, a query processor 820 returns a document 830 in response to received query information 810. The query information 810 may include search query terms. The document may include one or more of (a) search results 832 including links to documents 840, (b) keyword targeted and/or category targeted ads 834 including links to ad landing pages 850, and (c) category links 836 to pages 860 including category targeted (which may also be keyword targeted) ads. The document 830 may include other links to other types of information as well.

[0074] Upon end user selection of one of the search result links 832, a corresponding document 840 is returned (e.g., loaded into a browser of an end user device). Upon end user selection of one of the ad links 834, a corresponding ad landing page 850 is returned. Finally, upon end user selection of one of the category links 836, a corresponding page including one or more category targeted ads 860 is returned. One or more ads with links to ad landing pages may also be provided, for example, below associated category headings or links. If the end user selects one of the ads on document 860, a corresponding ad landing page 850 is returned.

[0075] In at least some alternative embodiments consistent with the present invention, if an end user selects one of the category links 836, a “filtered” version of the document 830 may be rendered. In such a “filtered” version of the document 830, search results 832, keyword and/or category targeted ads 834, and/or category links 836 may be filtered such that they pertain to the selected category.

[0076] In the case where search results 832 are returned, embodiments consistent with the present invention may be used to associate query information 810 with the listed documents, and/or any selected document(s) 840. Such an association may reflect whether or not a document was selected.

[0077] In the case where keyword targeted and/or category targeted ads 834 are returned, embodiments consistent with the present invention may be used to associate query information 810 with listed ads, and/or any selected ad(s) 850. Such an association may reflect whether or not an ad was selected. Further, the present invention may be used to associate query information 810 with keywords and/or concepts used to target the serving of the ads 834. Such an association may reflect whether or not an ad was selected.

[0078] In the case where category links 836 are returned, embodiments consistent with the present invention may be used to associate query information 810 with listed categories and/or any selected category(ies). Such an association may reflect whether or not a category was selected. Alternatively, or in addition, such an association may reflect whether or not a category targeted ad on page 860 was selected. Further, the present invention may be used to associate query information 810 with keywords and/or concepts used to target the serving of the ads on page 860.

[0079] An embodiment in which the document 830 includes category links 836 to a page 860 with one or more category targeted ads may be used, for example, to provide “Yellow Pages” style classification to ads, such as local ads for example. As a more specific example, suppose that an ad serving system includes the category “plumbers,” and one or more advertisers associate their ad campaigns with this “Yellow Page” category.

[0080] Suppose further that when an end user enters the query 810 “clogged drain,” category links 836 include a “Local Plumbers” category link. (This keyword to category association may have been derived from the fact that one or more advertisers associated both the keyword target “clogged drain” and the category “Plumbers” with their ads. Alternatively, or in addition, a category may be inferred from a collection of words (e.g., extracted from ad information).)

[0081] If the end user then selects the “Local Plumbers” category link, they are provided with a page 860 containing one or more ads from local plumber advertisers. Embodiments consistent with the present invention may create an association, or reinforce an existing association, between the feature “clogged drain” and the entity “category=Plumbers.”

[0082] Now suppose that an end user enters the query 810 “DIY clogged drain” and that a document 830 with category links 836 including the “Local Plumbers” category link is provided. However, suppose that the end user does not select the “Local Plumbers” category link because do-it-yourselfers won’t usually hire a plumber. Suppose
instead that the user selects a “Local Plumbing Supplies” category link 836. Lack of selections (or short dwell times) of the “Local Plumbers” category link indicates an negative correlation between the query information “DIY clogged drain” and the “Local Plumbers” category, while selections (or long dwell times) of the “Local Plumbing Supplies” category indicates an correlation between the query information “DIY clogged drain” and the “Local Plumbing Supplies” category.

[0083] In at least some embodiments consistent with the present invention, when the “Local Plumbers” category link 836 is selected, a page 860 with local plumber ads (which may also be targeted by keywords carried through from the terms of the search query 810) is provided. If the page 860 also includes ads having a strong association to a category (e.g., due to advertiser association), then a similar process, in which it is determined just how strong the association between the advertiser and the category is by observing action or inaction on that advertiser’s link, may occur. That is, an ad-category association may be modified depending on a user action with respect to the ad when the category was used to target the serving of the ad(s) on the page 860 (and possibly modified by keywords carried through from the original query 810).

[0084] As such information is gathered and analyzed, a strong affinity between “clogged drain” and the “Yellow Pages” category “Plumbers” (as long as the term “diy” is not included) is learned.

[0085] The fact that some advertisers who indicate that they are “plumbers” (e.g., by associating their ad with the category plumbers) may have ads that aren’t selected much (or dwelled on) may be learned. Using such information, an ad serving system may cease to provide such ads in a page 860 linked from the category link 836 “Local Plumbers”. Alternatively, in an ad serving system in which ads are scored, the scores of such ads may be reduced.

[0086] Finally, for ads without an associated category (and even for ads with an associated category), if there is a strong association (e.g., correlation) between such ads and one or more categories, at least some embodiments consistent with the present invention may be used to recommend to advertisers that they associate their ad with such categories. For example, such an embodiment may recommend that an advertiser with an ad with the targeting keywords “clogged drain” and “emergency service” associate its ad with the category “Plumber”. Alternatively, such an association may be generated automatically.

§ 4.5 Conclusions

[0087] As can be appreciated by the foregoing, embodiments consistent with the present invention may be used to assign and/or weight features, such as n-grams, to entities, such as documents or concepts. The assigned features may represent relevance of the document and may be used to target the serving of advertisements with the document.

What is claimed is:

1. A computer-implemented method comprising:
   a) obtaining serving information related to a document;
   b) determining features using the obtained serving information; and
   c) associating the features determined with the document.

2. The computer-implemented method of claim 1 further comprising:
   d) determining whether or not to serve an ad with the document using the features associated with the document.

3. The computer-implemented method of claim 1 wherein the serving information related to the document includes information from at least one past query that caused the rendering of information of the document on a search results list.

4. The computer-implemented method of claim 3 wherein the serving information related to the document includes whether or not the rendered information of the document was selected.

5. The computer-implemented method of claim 3 wherein the serving information related to the document includes a time that the user dwelled on the document after selecting the rendered information of the document.

6. The computer-implemented method of claim 3 wherein the document is a Web page.

7. The computer-implemented method of claim 6 wherein the serving information related to the document includes information from at least one past query that caused the rendering of information of the document on a search results list.

8. The computer-implemented method of claim 6 wherein the serving information related to the document includes whether or not the rendered information of the document was selected.

9. The computer-implemented method of claim 6 wherein the serving information related to the document includes a time that the user dwelled on the document after selecting the rendered information of the document.

10. The computer-implemented method of claim 1 further comprising:
   e) obtaining user action information related to the document using the document identifier;
   f) determining scores using the user action information; and
   g) assigning weights to the features using the scores determined.

11. The computer-implemented method of claim 10 wherein each of the weights is a monotonic function of an associated one of the scores.

12. The computer-implemented method of claim 11 wherein the user action is a dwell time after a selection, and wherein the score is higher for a longer dwell time than for a shorter dwell time.

13. The computer-implemented method of claim 11 wherein the user action is selection, and wherein the score is higher for a selection than for a non-selection.

14. The computer-implemented method of claim 11 wherein the user action is conversion, and wherein the score is higher for a conversion than for a non-conversion.

15. The computer-implemented method of claim 1 further comprising:
   e) determining scores using the serving information; and
   f) assigning weights to the features using the scores determined.
16. The computer-implemented method of claim 15 wherein the score for a feature is determined using a frequency of the feature in the serving information.

17. The computer-implemented method of claim 15 wherein the score for a feature is determined using an inverse frequency of the feature in serving information for a collection of documents.

18. The computer-implemented method of claim 1 further comprising:

   e) obtaining user action information related to the document using the document identifier;

   f) determining scores using both the serving information and the user action information; and

   g) assigning weights to the features using the scores determined.

19. The computer-implemented method of claim 18 wherein each of the weights is a monotonic function of an associated one of the scores.

20. The computer-implemented method of claim 1 further comprising:

   e) determining scores using at least one of (A) the serving information and (B) user action information related to the document; and

   f) filtering the features using the scores determined.

21. The computer-implemented method of claim 20 further comprising:

   g) assigning weights to the features using the scores determined.

22. The computer-implemented method of claim 1 wherein at least one of the features is an n-gram.

23. The computer-implemented method of claim 1 wherein at least one of the features is a keyword.

24. The computer-implemented method of claim 1 wherein at least one of the features is a concept.

25. The computer-implemented method of claim 1 wherein the serving information related to the document is obtained using an accepted document identifier.

26. The computer-implemented method of claim 25 wherein the document identifier is a universal resource locator.

27. A computer-implemented method comprising:

   a) accepting a feature-to-entity association;

   b) using the feature-to-entity association to generate one or more results for presentation to a user;

   c) tracking user behavior with respect to the results; and

   d) updating a score associated with the feature-to-entity association using the tracked user behavior.

28. The computer-implemented method of claim 27 wherein the feature-to-entity association is a keyword-to-category association.

29. The computer-implemented method of claim 28 wherein the one or more results generated include one or more category listings provided on a document.

30. The computer-implemented method of claim 27 wherein the feature-to-entity association is a category-to-ad association.

31. The computer-implemented method of claim 30 wherein the one or more results generated include one or more category targeted ads provided on a document.

32. The computer-implemented method of claim 27 wherein the user behavior includes whether or not a user selects a result.

33. The computer-implemented method of claim 27 wherein the user behavior includes whether or not a user converts on a result.

34. Apparatus comprising:

   a) means for obtaining serving information related to a document;

   b) means for determining features using the obtained serving information; and

   c) means for associating the features determined with the document.

35. Apparatus comprising:

   a) means for accepting a feature-to-entity association;

   b) means for using the feature-to-entity association to generate one or more results for presentation to a user;

   c) means for tracking user behavior with respect to the results; and

   d) means for updating a score associated with the feature-to-entity association using the tracked user behavior.

* * * * *