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(7) ABSTRACT

Methods and apparatus consistent with the invention allow
a user to submit an ambiguous search query and to receive
relevant search results. Queries can be expressed using
character sets and/or languages that are different from the
character set and/or language of at least some of the data that
is to be searched. A translation between these character sets
and/or languages can be performed by examining the use of
terms in aligned text. Probabilities can be associated with
each possible translation. Refinements can be made to these
probabilities by examining user interactions with the search
results.
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SYSTEMS AND METHODS FOR SEARCHING
USING QUERIES WRITTEN IN A DIFFERENT
CHARACTER-SET AND/OR LANGUAGE FROM
THE TARGET PAGES

RELATED APPLICATIONS

[0001] This application is a continuation-in-part of U.S.
patent application Ser. No. 09/748,431, entitled “METH-
ODS AND APPARATUS FOR PROVIDING SEARCH
RESULTS IN RESPONSE TO AN AMBIGUOUS
SEARCH QUERY,” filed Dec. 26, 2000, which claims
priority under 35 U.S.C. § 119(e) to U.S. Provisional Appli-
cation Ser. No. 60/216,530, entitled “DATA ENTRY AND
SEARCH FOR HANDHELD DEVICES,” filed Jul. 6, 2000,
both of which are hereby incorporated by reference in their
entirety.

BACKGROUND OF THE INVENTION
[0002] 1. Field of the Invention

[0003] The present invention relates generally to informa-
tion search and retrieval. More specifically, systems and
methods are disclosed for performing searches using queries
that are written in a character set or language that is different
from the character set or language of at least some of the
documents that are to be searched.

[0004] 2. Description of Related Art

[0005] Most search engines operate under the assumption
that the end user is entering search queries using something
like a conventional keyboard, where the input of alphanu-
meric strings is not difficult. As small devices become more
common, however, this assumption is not always valid. For
example, users may query search engines using a wireless
telephone that supports the WAP (Wireless Application
Protocol) standard. Devices such as wireless telephones
typically have a data input interface wherein a particular
action by the user (e.g., pressing a key) may correspond to
more than one alphanumeric character. A detailed descrip-
tion of WAP architecture is available at http://
www1.wapforum.org/tech/documents/SPEC-WAPArch-
19980439.pdf (“WAP 100 Wireless Application Protocol
Architecture Specification”).

[0006] In the usual case, the WAP user navigates to the
search query page, and is presented with a form into which
they input their search query. With conventional methods,
the user may be required to press multiple keys to select a
particular letter. On a standard telephone keypad, for
example, the user would select the letter “b” by pressing the
“2” key twice, or would select the letter “s” by pressing the
“7” key four times. Accordingly, to enter a query for “ben
smith”, the user would ordinarily need to enter the following
string of key presses: 223366077776444844, which map to
letters as follows:

[0007] 22—b
[0008] 33—¢
[0009] 66—n
[0010] O-—sspace
[0011] 7777—s

[0012]

6—m
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[0013] 444—>i
[0014] S—st
[0015] 44—sh

[0016] After the user has entered their search request, the
search engine receives the word or words from the user, and
proceeds in much the same manner as if it had received the
request from a desktop browser wherein the user employed
a conventional keyboard.

[0017] As can be seen from the foregoing example, this
form of data entry is inefficient in that it requires eighteen
keystrokes to enter the nine alphanumeric characters
(including the space) corresponding to “ben smith”.

[0018] Similar difficulties may arise when typing queries
using non-target-language keyboards. For example, Japa-
nese text can be expressed using a variety of different
character sets, including hiragana, katakana, and kanji, none
of which are easily entered using a typical ASCII keyboard
based on the Roman alphabet. In such a situation, the user
will often make use of a word-processor such as Ichitaro,
produced by JustSystem Corp. of Tokushima City, Japan,
that is able to convert text written in romaji (a phonetic,
Roman-alphabet representation of Japanese) to katakana,
hiragana, and kanji. Using the word processor, the user can
type a query in romaji, and then cut-and-paste the translated
text from the word processor’s screen into a search box on
the browser. A drawback of this approach is that it can be
relatively slow and tedious, and requires the user to have
access to a copy of the word processor, which may not be
feasible due to cost and/or memory constraints.

[0019] There remains, therefore, a need for methods and
apparatus for providing relevant search results in response to
an ambiguous search query.

SUMMARY OF THE INVENTION

[0020] Methods and apparatus consistent with the present
invention, as embodied and broadly described herein, pro-
vide relevant search results in response to an ambiguous
search query. Consistent with the invention, such a method
includes receiving a sequence of ambiguous information
components from a user. The method obtains mapping
information that maps the ambiguous information compo-
nents to less ambiguous information components. This map-
ping information is used to translate the sequence of
ambiguous information components into one or more cor-
responding sequences of less ambiguous information com-
ponents. One or more of these sequences of less ambiguous
information are provided as an input to a search engine. The
search results are obtained from the search engine and are
presented to the user.

[0021] In addition, systems and methods are disclosed for
performing searches using queries that are expressed in
character sets or languages that are different from the
character set or language of at least some of the documents
that are to be searched. Embodiments of the present inven-
tion allow users to type queries using standard input devices
(e.g., ASCII keyboards), have the queries translated into the
relevant forms at a server (e.g., translate a query written in
romaji into katakana, hiragana, and/or kanji), and receive
search results based on the converted forms.
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[0022] Tt should be appreciated that the present invention
can be implemented in numerous ways, including as a
process, an apparatus, a system, a device, a method, or a
computer readable medium such as a computer readable
storage medium, carrier wave, or a computer network
wherein program instructions are sent over optical or elec-
tronic communication lines. Several inventive embodiments
are described below.

[0023] In one embodiment, a method is described for
automatically translating query terms from one language
and/or character set to another. A first set of anchor text
containing a given query term is identified, as are a set of
documents (e.g., web pages) to which the anchor text point.
A second set of anchor text, written in a second format and
pointing to the same set of documents, is then identified. The
second set of anchor text is then analyzed to obtain a
probability that a representation of the given query term in
the first format corresponds to a representation of the given
query term in the second format.

[0024] In another embodiment, a probabilistic dictionary
is created that maps terms written in a first format (e.g., a
language and/or character set) to a second format (e.g.,
another language and/or character set). The probabilistic
dictionary is used to translate a query written in the first
format into the second format. The translated query is then
used to perform a search, the results of which are returned
to the user. In some embodiments, the user’s interaction with
the search results can be monitored, and used to update the
probabilities in the probabilistic dictionary. Also, in some
embodiments the query itself could, prior to the search, be
expanded to include alternative language and/or character
set mappings.

[0025] In yet another embodiment, a method for creating
a probabilistic dictionary is described. The probabilistic
dictionary can be used to translate terms in a first format into
a second format. The dictionary is preferably created term-
by-term, by identifying anchor text or other data containing
the term. Next, data that is aligned with the anchor text or
other data is analyzed to determine a probability with which
a given term in the first format maps onto one or more terms
in the second format.

[0026] In yet another embodiment, a query provided in a
first language or character set is translated into a second
language or character set by comparing anchor text that
contains one or more of the query terms and is written in the
first language or character set with anchor text that corre-
sponds to the first anchor text and is written in the second
language or character set.

[0027] In another embodiment, a computer program prod-
uct is provided for translating a term written in a first format
into a second format. The computer program product is
operable to cause a computer system to identify aligned
anchor text and to determine a probability that a represen-
tation of a given term in the first format corresponds to one
or more terms in the second format.

[0028] In another embodiment, a method is provided for
performing searches using potentially ambiguous queries.
When a user enters a query in a first format, it is translated
into a group of one or more variants written in a second
format. A search is then performed using the translated
variants, and responsive information is returned to the user.
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For example, the first format might comprise a sequence of
numbers entered using a telephone keypad, and the second
format might comprise alphanumeric text (e.g., English,
romaji, romaja, pinyin, or the like). In some embodiments,
the group of one or more variants is selected by discarding
translated variants that do not appear in a predefined lexicon,
and/or that contain predefined low-probability character
combinations. In some embodiments, a probabilistic dictio-
nary is used to further translate the group of one or more
variants into a third format before the search is performed.
For example, the probabilistic dictionary can be used to
translate the group of one or more variants from romaji,
romaja, or pinyin into kanji, katakana, hiragana, hangul,
hanja, or traditional Chinese characters, and a search can
then be performed using the translated variants.

[0029] These and other features and advantages of the
present invention will be presented in more detail in the
following detailed description and the accompanying figures
which illustrate by way of example the principles of the
invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0030] The accompanying drawings, which are incorpo-
rated in, and constitute a part of, this specification illustrate
embodiments of the invention and, together with the
description, serve to explain the advantages and principles
of the invention. In the drawings:

[0031] FIG. 1 illustrates a block diagram of a system in
which methods and apparatus consistent with the present
invention map be implemented;

[0032] FIG. 2 illustrates a block diagram of a client
device, consistent with the invention;

[0033] FIG. 3 illustrates a diagram depicting three docu-
ments;
[0034] FIG. 4a illustrates a conventional alphanumeric
index;

[0035] FIG. 4b illustrates a flow diagram for providing
search results in response to a conventional alphanumeric
search query;

[0036] FIG. 5q illustrates a flow diagram, consistent with
the invention, for providing search results in response to an
ambiguous search query;

[0037] FIG. 5b illustrates a diagram for mapping alpha-
numeric information to numeric information; and

[0038] FIG. 6 illustrates another flow diagram, consistent
with the invention, for providing search results in response
to an ambiguous search query.

[0039] FIG. 7 illustrates a method for performing a search
in accordance with embodiments of the present invention.

[0040] FIG. 8 illustrates a probabilistic dictionary of
character-set translations.

[0041] FIG. 9 illustrates the use of parallel anchor text to
build a probabilistic dictionary.

[0042] FIG. 10 illustrates a collection of documents
linked using anchor text.
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[0043] FIGS. 11A and 11B illustrate the calculation of
likely translations based on the anchor text shown in FIG.
10.

[0044] FIG. 12 shows a probability distribution associated
with an illustrative word translation.

DESCRIPTION OF SPECIFIC EMBODIMENTS

[0045] Reference will now be made in detail to embodi-
ments of the present invention as illustrated in the accom-
panying drawings. The same reference numbers may be used
throughout the drawings and the following description to
refer to the same or like parts. The following description is
presented to enable any person skilled in the art to make and
use the inventive body of work. Descriptions of specific
embodiments and applications are provided only as
examples, and various modifications will be readily apparent
to those skilled in the art. For example, although many of the
examples are described in the context of Internet web pages,
it should be understood that embodiments of the present
invention could be used to search other types of documents
and/or information, such as books, newspapers, magazines,
or the like. Similarly, although for the sake of illustration
many of the examples describe the translation of Japanese
text from romaji to katakana, hiragana, and/or kanji, those of
ordinary skill in the art will appreciate that the systems and
methods of the present invention can be applied to any
suitable translation. For example, without limitation,
embodiments of the present invention could be used to
search text written in, e.g., traditional Chinese characters or
Korean hangul or hanja characters, based on queries
received in some other format (e.g., pinyin or romaja). The
general principles described herein may be applied to other
embodiments and applications without departing from the
spirit and scope of the invention. Thus, the present invention
is to be accorded the widest scope, encompassing numerous
alternatives, modifications, and equivalents consistent with
the principles and features disclosed herein. For purpose of
clarity, details relating to technical material that is known in
the fields related to the invention have not been described in
detail so as not to unnecessarily obscure the present inven-
tion.

[0046] A. Overview

[0047] Methods and apparatus consistent with the inven-
tion allow a user to submit an ambiguous search query and
to receive potentially disambiguated search results. In one
embodiment, a sequence of numbers received from a user of
a standard telephone keypad is translated into a set of
potentially corresponding alphanumeric sequences. These
potentially corresponding alphanumeric sequences are pro-
vided as an input to a conventional search engine, using a
boolean “OR” expression. In this manner, the search engine
is used to help limit search results to those in which the user
was likely interested.

[0048] B. Architecture

[0049] FIG. 1 illustrates a system 100 in which methods
and apparatus, consistent with the present invention, may be
implemented. The system 100 may include multiple client
devices 110 connected to multiple servers 120 and 130 via
a network 140. The network 140 may include a local area
network (LAN), a wide area network (WAN), a telephone
network, such as the Public Switched Telephone Network

Dec. 23, 2004

(PSTN), an intranet, the Internet, or a combination of
networks. Two client devices 110 and three servers 120 and
130 have been illustrated as connected to network 140 for
simplicity. In practice, there may be more or less client
devices and servers. Also, in some instances, a client device
may perform the functions of a server and a server may
perform the functions of a client device.

[0050] The client devices 110 may include devices, such
mainframes, minicomputers, personal computers, laptops,
personal digital assistants, or the like, capable of connecting
to the network 140. The client devices 110 may transmit data
over the network 140 or receive data from the network 140
via a wired, wireless, or optical connection.

[0051] FIG. 2 illustrates an exemplary client device 110
consistent with the present invention. The client device 110
may include a bus 210, a processor 220, a main memory 230,
a read only memory (ROM) 240, a storage device 250, an
input device 260, an output device 270, and a communica-
tion interface 280.

[0052] The bus 210 may include one or more conventional
buses that permit communication among the components of
the client device 110. The processor 220 may include any
type of conventional processor or microprocessor that inter-
prets and executes instructions. The main memory 230 may
include a random access memory (RAM) or another type of
dynamic storage device that stores information and instruc-
tions for execution by the processor 220. The ROM 240 may
include a conventional ROM device or another type of static
storage device that stores static information and instructions
for use by the processor 220. The storage device 250 may
include a magnetic and/or optical recording medium and its
corresponding drive.

[0053] The input device 260 may include one or more
conventional mechanisms that permit a user to input infor-
mation to the client device 110, such as a keyboard, a mouse,
a pen, voice recognition and/or biometric mechanisms, etc.
The output device 270 may include one or more conven-
tional mechanisms that output information to the user,
including a display, a printer, a speaker, etc. The commu-
nication interface 280 may include any transceiver-like
mechanism that enables the client device 110 to communi-
cate with other devices and/or systems. For example, the
communication interface 280 may include mechanisms for
communicating with another device or system via a net-
work, such as network 140.

[0054] As will be described in detail below, the client
devices 110, consistent with the present invention, perform
certain searching-related operations. The client devices 110
may perform these operations in response to processor 220
executing software instructions contained in a computer-
readable medium, such as memory 230. A computer-read-
able medium may be defined as one or more memory
devices and/or carrier waves. The software instructions may
be read into memory 230 from another computer-readable
medium, such as the data storage device 250, or from
another device via the communication interface 280. The
software instructions contained in memory 230 causes pro-
cessor 220 to perform search-related activities described
below. Alternatively, hardwired circuitry may be used in
place of or in combination with software instructions to
implement processes consistent with the present invention.
Thus, the present invention is not limited to any specific
combination of hardware circuitry and software.
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[0055] The servers 120 and 130 may include one or more
types of computer systems, such as a mainframe, minicom-
puter, or personal computer, capable of connecting to the
network 140 to enable servers 120 and 130 to communicate
with the client devices 110. In alternative implementations,
the servers 120 and 130 may include mechanisms for
directly connecting to one or more client devices 110. The
servers 120 and 130 may transmit data over network 140 or
receive data from the network 140 via a wired, wireless, or
optical connection.

[0056] The servers may be configured in a manner similar
to that described above in reference to FIG. 2 for client
device 110. In an implementation consistent with the present
invention, the server 120 may include a search engine 125
usable by the client devices 110. The servers 130 may store
documents (or web pages) accessible by the client devices
110.

[0057] C. Architectural Operation

[0058] FIG. 3 illustrates a diagram depicting three docu-
ments, which may be stored for example on one of the
servers 130.

[0059] A first document (Document 1) contains two
entries—“car repair” and “car rental”—and is numbered “3”
at its bottom. A second document (Document 2) contains the
entry “video rental”. A third document (Document 3) con-
tains three entries—“wine”, “champagne”, and “bar
items”—and includes a link (or reference) to Document 2.

[0060] For the sake of illustrative simplicity, the docu-
ments shown in FIG. 3 only contain alphanumeric strings of
information (e.g., “car”, “repair”, “wine”, etc.). Those
skilled in the art will recognize, however, that in other
situations the documents could contain other types of infor-
mation, such as phonetic, or audiovisual information.

[0061] FIG. 4a illustrates a conventional alphanumeric
index, based on the documents shown in FIG. 3. The first
column of the index contains a list of alphanumeric terms,
and the second column contains a list of the documents
corresponding to those terms. Some terms, such as the
alphanumeric term “3”, only correspond to (e.g., appear in)
one document—in this case Document 1. Other terms, such
as “rental”, correspond to multiple documents—in this case
Documents 1 and 2.

[0062] FIG. 4b illustrates how a conventional search
engine, such as search engine 125, would use the index
illustrated in FIG. 44a to provide search results in response
to an alphanumeric search query. The alphanumeric query
may be generated using any conventional technique. For
purposes of illustration, FIG. 4b depicts two alphanumeric
queries: “car” and “wine”. Under a conventional approach,
search engine 125 receives an alphanumeric query, such as
“car” (stage 410), and uses the alphanumeric index to
determine which documents correspond to that query (stage
420). In this example, a conventional search engine 125
would use the index illustrated in FIG. 4a to determine that
“car” corresponds to Document 1 and would return Docu-
ment 1 (or a reference to it) to the user as a search result.
Similarly, a conventional search engine would determine
that “wine” corresponds to Document 3 and would return
Document 3 (or a reference to it) to the user (stage 430).

[0063] FIG. 5¢ illustrates a flow diagram, consistent with
the invention, of a preferred technique for providing search
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results in response to a numeric search query, based on the
documents and index shown in FIGS. 3 and 4a, respec-
tively. For the sake of illustrative ease, FIG. Sa describes a
particular technique for processing a numeric query based
on the mapping of a standard telephone handset; but those
skilled in the art will recognize that other techniques con-
sistent with the invention may be used.

[0064] At stage 510, a sequence “227” (consisting of
numeric components “27, “2”, and “7”) is received from a
user. At stage 520, information is obtained about how the
numeric components map to letters. Assuming that the user
entered the information from a standard telephone keypad,
this mapping information is shown in FIG. 5b. As shown in
FIG. 5b, the letters “a”, “b”, and “c” each map to the number
“17, the letters “p”, “q”, “r”, and “s” each map to the number
“7”, and so forth.

[0065] At stage 530, using this mapping information, the
sequence “227” is translated into its potential alphanumeric
equivalents. Based on the information shown in FIG. 5b,
there exist 36 possible combinations of letters that corre-
spond to the sequence “227”, including the following: aap,
bap, cap, abp, bbp, . . . bar . . . car . . . ccs. If numbers are
included in the possible combinations (e.g., “aa7”), there
would exist 80 possible combinations. Rather than generat-
ing all possible alphanumeric equivalents, it may be desir-
able to limit the generated equivalents based on some
lexicon. For example, it may be desirable to generate only
those alphanumeric equivalents that appear in a dictionary,
search engine log of previous search queries, etc.; or to
otherwise limit the alphanumeric equivalents by using
known statistical techniques (e.g., the probability of certain
words appearing together).

[0066] At stage 540, these alphanumeric equivalents are
provided as an input to a conventional search engine, such
as that described in reference to FIGS. 4a and 4b, using a
logical “OR” operation. For example, the search query
provided to the search engine could be “aap OR bap OR cap
OR abp ... OR bar . . . OR car”. Although all possible
alphanumeric equivalents may be provided to the search
engine, a subset may instead be used by using conventional
techniques to eliminate equivalents that are unlikely to be
intended. For example, one could generate a narrower list of
possible combinations by using techniques that draw upon
probabilistic information about the usage of letters or words:
one could ignore combinations that begin with “qt” but
include (and favor) combinations that begin with “qu.”

[0067] At stage 550, search results are obtained from the
search engine. Because terms such as “aap” and “abp” do
not appear in the search engine’s index, they are effectively
ignored. Indeed, the only terms contained within the index
shown in FIG. 4b are “car” and “bar”, and so the only search
results returned are those that reference Documents 1 and 3.
At stage 560, these search results are presented to the user.
The search results may be presented in the same order
provided by the search engine, or may be reordered based on
considerations such as the language of the user. Assuming
that the user was only interested in documents containing the
term “bar”, the user would receive an undesired result
(Document 3) in addition to the desired result (Document 1).
This may be an acceptable price to pay, however, for the
benefit of the user only having to press three keys to
formulate the search query.
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[0068] FIG. 6 illustrates another flow diagram, consistent
with the invention, of a preferred technique for providing
search results in response to a numeric search query, based
on the documents and index shown in FIGS. 3 and 4a,
respectively. This flow diagram demonstrates how increas-
ing the size of the received sequence can help limit search
results to those desired by the user. For the sake of illustra-
tive ease, FIG. 6 again describes a particular technique for
processing a numeric query based on the mapping of a
standard telephone handset; but those skilled in the art will
recognize that other techniques consistent with the invention
may be used.

[0069] At stage 610, a sequence “227 48367 (consisting
of numeric components “27, “27, “77, “4” “8” “37 “6”,
“7”) is received from a user. For the sake of explanation, the
sequence “227” will be called a “number word” and the
entire sequence “227 483677 will be called a “number
phrase.” The possible alphanumeric equivalents of a number
word will be called “letter words” and the possible alpha-
numeric equivalents of a number phrase will be called “letter
phrases.”

[0070] At stage 620, information is obtained about how
the numeric components map to letters. Assuming the same
mapping information is used as shown in FIG. 5b, at stage
630, the number phrase “227 48367 is translated into
potentially corresponding letter phrases. Based on the infor-
mation shown in FIG. 5b, there exist 11664 possible letter
phrases that correspond to the sequence “227 48367”.

[0071] Atstage 640, these letter phrases are provided as an
input to a conventional search engine, such as that described
in reference to FIGS. 4a and 4b, using a logical “OR”
operation. For example, the search query provided to the
search engine could be ““aap gtdmp’ OR ‘aap htdmp’ ... OR
‘bar items’ . . . OR ‘car items’”. Although all possible letter
phrases may be provided to the search engine, a subset may
instead be used by employing conventional techniques to
eliminate letter phrases that are unlikely to be intended.

[0072] At stage 650, search results are obtained from the
search engine. Because many search engines are designed to
rank highly those documents that contain the exact phrase
sought, Document 3 would likely be the highest ranked
search result (i.e., because it contains the exact phrase “bar
items”). No other document in the example contains one of
the other letter phrases generated at stage 620. Furthermore,
many search engines downweight (or eliminate) search
results that contain individual parts of a phrase but not the
entire phrase. For example, Document 1 would be down-
weighted or eliminated because it contains the letter word
“car”, which corresponds to the first part of the letter phrase,
but it does not contain any letter word that corresponds to the
second part of the letter phrase. Finally, letter phrases such
as “aap htdmp” are effectively ignored because they contain
no letter words that appear in the search engine’s index.

[0073] At stage 660, the search results are presented to the
user. In the example shown, the first result shown to the user
would be Document 3, which is likely most relevant to the
user’s query. Document 1 may be eliminated altogether,
because it does not contain one of the possible letter phrases.
In this manner, the user is provided with the most relevant
search results.

[0074] Although the descriptions above in reference to
FIGS. 5 and 6 are made in reference to receiving numeric
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information and mapping it to alphanumeric information,
those skilled in the art will recognize that other implemen-
tations are possible consistent with the invention. For
example, instead of receiving a sequence of numbers cor-
responding to the keys pressed by a user, the received
sequence may consist of the first letters corresponding to the
keys pressed by the user. In other words, instead of receiving
“2277, the received sequence may be “aap”. Consistent with
the invention, the equivalent letter sequences generated in
stages 530 or 630 could then be other letter sequences (e.g.,
“bar”) that correspond to “aap.” Indeed, the received
sequence may contain phonetic, audiovisual, or any other
type of information components.

[0075] Regardless of the form in which the sequence is
received, it is generally preferred that the received sequence
be translated into a sequence that corresponds to the format
in which information is stored in the search engine’s index.
For example, if the search engine’s index is stored in
alphanumeric format, the received sequence should be trans-
lated into alphanumeric sequences.

[0076] Furthermore, it is generally preferred that the map-
ping technique that is used to translate the received sequence
of information components be the same technique that is
employed at the user’s device to map the user’s input to the
information generated by the device. There may, however,
be instances where it is preferable to use a different mapping
technique than is used for user input.

[0077] Embodiments of the present invention can also
enable users to perform searches entered using non-target-
language keyboards. For example, a web page containing
Japanese text may be written in kanji, while a user attempt-
ing to search that page may only have access to a standard
ASCII keyboard (or handset) based on the Roman alphabet.

[0078] FIG. 7 illustrates a method for performing such a
search. As shown in FIG. 7, a user types a query using a
standard input device (e.g., an ASCII keyboard, a telephone
handset, etc.), and sends the query to the search engine. The
query may be written in a character set (e.g., romaji) that is
different from the character set in which some of the
responsive documents are written (e.g., kanji). The search
engine receives the query (block 702), translates it into the
relevant form(s) (block 704), and performs a search for
documents responsive to the translated query using, e.g.,
conventional search techniques (block 706). The search
engine then returns a list of responsive documents (and/or
copies of the documents themselves) to the user (block 708).
For example, results could be returned to the user in a
manner similar to that described above in connection with
FIG. 6.

[0079] As shown in FIG. 7, the user’s query is preferably
translated at the search engine’s server, as opposed to the
client, thus relieving the user of the need to obtain special-
purpose software to perform the translation. However, it will
be appreciated that in other embodiments, some or all of the
translation could be performed at the client. In addition, in
some embodiments the query may be entered using a device
such as a telephone keypad. In such embodiments, the
initial, numeric query may first be converted to alphanu-
meric form (e.g., romaji) using the mapping techniques
described above in connection with FIGS. 5 and 6, includ-
ing, for example, the application of a lexicon and/or proba-
bilistic techniques to discard low probability mappings (e.g.,
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mappings that include letter combinations that do not occur
in romaji). Once an alphanumeric translation of the query
has been obtained, the remainder of the steps shown in FIG.
7 could be performed (i.e., 704, 706, and 708).

[0080] The translation of the query from one character set
or language into another (i.e., block 704 in FIG. 7) can be
performed in a variety of ways. One technique is to use a
conventional, static dictionary of word meanings or trans-
lations to map each term in the query to a corresponding
term in the target language or character set. A problem with
this approach, however, is that it will often yield inaccurate
results, since words are often ambiguous, and queries will
often be too short to provide adequate contextual clues to
resolve this ambiguity. For instance, the word “bank™ can
refer to a river bank, a financial institution, or a maneuver by
an airplane, thus making it difficult to translate accurately in
the abstract. In addition, if the dictionary is not relatively
large and/or frequently updated, it may not contain entries
for all the terms that the search engine may encounter, such
as seldom-used words, slang, idioms, proper names, and the
like.

[0081] Embodiments of the present invention can be used
to overcome or ameliorate some or all of these problems by
using a probabilistic dictionary to translate query terms from
one language or character set (e.g., ASCII) to another (e.g.,
kanji). In a preferred embodiment, the probabilistic dictio-
nary maps one set of terms to another set of terms, and
associates a probability with each of the mappings. For
convenience, a “term” or “token” will refer to words,
phrases, and/or (more generally) sequences of one or more
characters that may include spaces.

[0082] FIG. 8 shows an example of a probabilistic dic-
tionary 800 such as that described above. The example
probabilistic dictionary 800 shown in FIG. 8 maps words
written in romaji (a Roman alphabet representation of Japa-
nese) to words written in kanji (a non-Roman, ideogram-
based Japanese character set). To facilitate explanation,
FIG. 8 depicts romaji terms as “<term>,,...", and kanji
terms as “<term>y,,;;”. It will be appreciated that in an actual
romaji to kanji dictionary, actual romaji and kanji terms
would be used, rather than the English translations shown in
FIG. 8. Thus it will be appreciated that FIG. 8 is provided
to facilitate an explanation of embodiments of the present
invention, and not to illustrate the actual characteristics and
meaning of Japanese text.

[0083] Dictionary 800 contains entries 808, 810, 812, 814
for various romaji terms 802. The dictionary also contains
potential representations of each of these terms in kanji 804,
along with a corresponding probability 806 that each such
representation is correct. For example, the romaji term
“bank” might map to a kanji term meaning “steep slope”
with probability 0.3, to a term meaning “financial institu-
tion” with probability 0.4, and to a term meaning “airplane
maneuver” with probability 0.2. With probability 0.1, the
term might map to “other,” which is simply a generic way
of allowing each term to map to terms that may not be in the
dictionary.

[0084] Again, it will be appreciated that the example
shown in FIG. 8 has been constructed to illustrate that a
given term (e.g., the word “bank™) in a first character set or
language, may map to more than one term in another
character set or language. One of skill in the art will
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appreciate, however, that while for the sake of clarity the
particular example in FIG. 8 illustrates this principle using
English words and meanings, the actual romaji representa-
tion of the word “bank,” for example, may not be ambiguous
in the same fashion as its English equivalent (e.g., there may
be no ambiguity in romaji between the word for a financial
institution and the word for an airplane maneuver). It should
also be appreciated that, to facilitate explanation, the dic-
tionary shown in FIG. 8 has been simplified in other
respects as well. For example, an actual probabilistic dic-
tionary might contain many more potential mappings for
each term, or might only contain mappings that exceed a
predefined probability threshold.

[0085] Preferred embodiments of the present invention
use such a probabilistic dictionary to translate queries
expressed in one language and/or character set into another
language and/or character set, thereby enabling users to find
documents written in a different character set and/or lan-
guage than their original query. For example, if the user
enters a query for “cars” in romaji, the probabilistic dictio-
nary can be used to map the romaji term for “cars” to, e.g.,
the kanji term for “cars.” In this way, users can find
documents related to their queries, even if the character set
of the queries (e.g., romaji) and the character set of the
matching documents (e.g., kanji) are not be the same. Note
that in this particular example, the actual language of the
query is not changed (both romaji and kanji are used to
express Japanese), only the character encoding.

[0086] As yet another example, the term “tired” in ASCII
English could map to the term “made” in German using a
Latin 1 character encoding, since the character umlaut-u
does not exist in ASCII. Note that in this example the
dictionary provides both a translation into another language
(English to German) and a translation into another character
encoding (ASCII to Latin 1).

[0087] In preferred embodiments, the mapping dictionary
described above is built in an automatic manner, using
information available on the web in conjunction with sta-
tistical techniques. Preferred embodiments use parallel,
aligned bilingual corpora, such as anchor text written in
different languages and/or character sets, to arrive at accu-
rate translations. Using this data, preferred embodiments can
construct a dictionary of potential word mappings. This can
be done, for example, by simply counting the number of
times a token in language S; (source language) occurs at the
same time as a token T; (target language) in aligned text pairs
(e.g., anchors, sentences, etc.). It will be appreciated, how-
ever, that any suitable technique could be used.

[0088] In the absence of sufficiently large and correctly
aligned data sets, this method may generate relatively
ambiguous many-to-many mappings. Thus, for instance, it
may be determined only that S; could map to T,, T5, T, and
T, with some probability. However, this is acceptable, and,
as described in more detail below, in some embodiments
additional refinements can be made to increase the respec-
tive likelihood of each of the mappings, e.g., by examining
previous user queries, the user’s selection of items on the
results page, and/or the like.

[0089] FIG. 9 illustrates the use of parallel anchor text to
build a probabilistic dictionary. Anchor text comprises the
text associated with a hyperlink between web pages (or
locations within a given web page). For example, in the
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hypertext markup language (HTML), the command: “<A
href=“http://www.abc.com”>Banks and Savings and
Loans</A>" causes the text “Banks and Savings and Loans”
to be displayed as a hyperlink pointing to the web page
found at http://www.abc.com. The text “Banks and Savings
and Loans” is called anchor text, and typically provides a
short description of the web page to which it points (e.g.,
www.abc.com). Indeed, anchor text will often provide a
more accurate description of a web page than the page itself,
and thus can be particularly useful in determining the nature
of the web page to which it points. In addition, the word
usage and distribution in anchor text is often closer in spirit
and length to that found in user queries. It is also the case
that many of the anchors pointing to a given page will
contain the same, or highly similar text. For example,
anchors pointing to www.google.com will often simply say
“Google,” or will at least use this term along with other text.
Thus, by examining all, e.g., katakana, anchors that point to
www.google.com, a katakana translation for “Google” can
be inferred with a relatively high degree of confidence by
simply looking for the term that appears with the highest
frequency (possibly after discarding certain predefined, low
information-content anchors, such as ones that simply say
“click here”). Preferred embodiments of the present inven-
tion take advantage of these characteristics of anchor text to
provide accurate translations.

[0090] Referring to FIG. 9, upon receiving a query con-
taining a term written in a first character set (e.g., ASCII)
(block 902), the server identifies a set of anchor text in which
the term appears (block 904). For example, the server may
examine an index of all known anchors to identify those
anchors that contain the term. Next, the web pages to which
those anchors point are identified (block 906), as are any
anchors written in the target language or target character set
(e.g., hiragana, katakana, and/or kanji) that point to these
pages (block 908). The system will now have two sets of
documents (where anchor text is considered to be a form of
document). The distribution of the query term in one docu-
ment set (e.g., the anchors that contain the original ASCII
query) is then used to identify the most likely candidates for
the translated phrase in the other document set (e.g., the
parallel anchors). Statistics can be computed regarding the
frequency with which the anchor text terms appear, and
these statistics can be used to determine the relative fre-
quencies or probabilities of the terms found in the anchor
text being the correct translation of the original query (block
910). For queries with multiple words, the process described
above can be repeated for each word, or the entire query can
simply be treated as a single term, or some other suitable
grouping of words could be used. For example, if the query
is “big houses,” a dictionary of possible translations could be
constructed by finding aligned anchor text that contains that
phrase (or at least one of the words in the phrase). Similarly,
if the query contained more than two terms, experiments to
determine an appropriate mapping could be constructed by
picking appropriate subsets of the query terms and gener-
ating results for those terms.

[0091] An advantage of performing a translation in the
manner shown in FIG. 9 is that the translation system need
not have prior knowledge of the mappings between terms in
one language or character set and those in the target set.
Instead, the mappings can be determined dynamically based
on the body of data that is available to perform the statistical
analysis. Thus, for example, it is possible to discover accu-
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rate translations for slang terms, idioms, proper names, and
the like without incurring the effort or expense (e.g., lin-
guistic analysis and research) of maintaining a conventional
static dictionary.

[0092] An illustrative embodiment of the foregoing trans-
lation techniques will now be described in connection with
FIGS. 10-12. In this example, it will be assumed that the
user has entered the query term “house,” and wishes to
obtain search results written in Spanish (or simply a trans-
lation of the query term). The server will thus attempt to
translate the English term “house” into its Spanish equiva-
lent.

[0093] Referring to FIG. 10, a variety of web pages 959,
961, 963, 965 are linked via anchor text 960, 962, 964, 966
to pages 972 and 974. Some of the pages, and their associ-
ated anchor text, are written in English (i.e., pages 959a-¢
and 963a-r) and some are written in Spanish (i.e., pages
961a-e and 965a-j). The server first locates all anchors that
use the term “house.” These anchors can be located, for
example, by searching an index of anchor text stored at the
server. Using such an index, the server might first find the
five anchors 960 that each use the phrase “big house” and
point to web page 972. The server next determines that there
are also five target-language (i.e., Spanish) anchors 962 that
point to page 972, too. In the example shown in FIG. 10,
these anchors contain the text “casa grande.” Anchors that
point to the same page (such as anchors 960 and anchors
962), or to pages bearing a predefined relationship thereto,
are said to be “aligned,” where, in a more general sense,
alignment typically refers to the equivalence (or likely
equivalence) of the aligned items.

[0094] FIG. 11A shows the frequency with which each
target-language term appears in the target-language anchors
962. As shown in FIG. 11A, the terms “casa” and grande”
each appear five times (i.e., once in each anchor 962). Thus,
out of the ten total terms that appear in the target anchors 962
(ie., two terms per anchor in each of the five anchors),
“casa” accounts for half, and “grande” accounts for the other
half. Thus, as shown in FIG. 11A, at this point the term
“house” could map to either “casa” or “grande” with equal
probability, since both terms appear with equal frequency.

[0095] However, as shown in FIG. 10, the system also
finds twenty English anchors 964 that contain the term
“house” and point to page 974, and ten Spanish anchors 966
containing the term “casa” and also pointing to page 974. As
shown in FIG. 11B, the term “house” will now map to
“casa” with probability 0.75 (i.e., ¥20), and to “grande” with
probability 0.25 (i.e., %20). These probabilities are calculated
by simply dividing the total number of occurrences of each
term in the target language anchors (i.e., fifteen, in the case
of “casa”) by the total number of terms—including dupli-
cates—in the target language anchors (i.e., twenty terms: ten
contained in anchors 962, and ten contained in anchors 964).
Alternatively, or in addition, other techniques could be used
to calculate and/or refine the probabilities of a given trans-
lation or mapping. For example, those skilled in the art will
appreciate that any of a variety of well-known techniques
could be used for reducing the variance error of the prob-
ability estimates, such as Bayesian methods, histogram
smoothing, kernel smoothing, shrinkage estimators, and/or
other estimation techniques.

[0096] If more anchor text is available, the probabilities
could be refined even further. For example, a final probabil-
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ity distribution might be similar to that shown in FIG. 12, in
which “house” maps with a relatively high probability to
“casa” and its diminutive form “casita,” and with somewhat
lesser probability to terms like “casino” and “mansion” (the
Spanish word for mansion), and with negligible probability
to terms like “grande.” Thus, a correct translation—as well
as an identification of likely synonyms—can be obtained
without knowledge of the languages and/or character sets
that are being translated.

[0097] Having translated the query terms, the server can
now run a search using the translation. For example, if a user
were to enter a romaji query for “hotels in Kyoto,” the
techniques described above could be used to enable the
server to infer katakana, hiragana and kanji forms of the
query, perform searches using those queries, and then
present the combined results for each of those query forms
to the user within an appropriate user interface.

[0098] 1t should be appreciated that the example described
in connection with FIGS. 10-12 is provided for purposes of
illustration, and not limitation, and that many changes could
be made to the methodology depicted therein. For example,
different statistical techniques could be used to arrive at the
probabilities, and/or modifications could be made to the
basic techniques described above. Similarly, it should be
appreciated that the translation technique described above
can simply be used to perform translations of words or
phrases entered by users, and need not also be used to
perform an associated Internet search or to create a proba-
bilistic dictionary. In addition, although the preceding
example describes the translation process as occurring after
the receipt of a user’s query, it should be appreciated that in
other embodiments the mapping process could be performed
before the user’s query is received. Such pre-computed
mappings could be stored in a dictionary such as that
described in FIG. 8, which would then be applied to
translate user queries as they were received. Finally, it
should be understood that text other than aligned anchor text
could be used to perform the translation. For example,
aligned sentences or other data could be used in a similar
manner. In many countries there is more than one official or
recognized language, and newspapers and periodicals will
often contain the same article written in each of these
languages. These parallel translations can be used in the
same manner as the previously described anchor text to
prepare probabilistic dictionaries of word translations.

[0099] Thus, preferred embodiments advantageously
enable users to enter search queries and/or translation
requests in a convenient manner (e.g., using an ASCII
keyboard), and provide an accurate and automatic transla-
tion and search. In some embodiments, additional refine-
ments can be made to the basic model described above. For
example, in some embodiments a preference (weighting)
can be given to anchors that contain a number of terms that
is similar to the number of terms in the original query and/or
in other aligned anchors. For example, in the system shown
in FIG. 10 a preference might be given to the anchors that
point to page 974, since, like the original query, they each
contain a single term. Similarly, if an anchor containing the
text “la casa grande” also pointed to page 972, its weighting
could be discounted by an appropriate factor, since it con-
tains more terms (i.e., 3) than the other anchors with which
it is aligned. Such a weighting scheme could be reflected in
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the probability calculation shown in FIG. 11B by multiply-
ing the frequencies associated with these anchors’ terms by
a suitable factor.

[0100] The translation process described above can also be
used to improve the effectiveness of the search itself. For
example, the probabilistic dictionary can be used to expand
queries on the fly to include, e.g., various translations and
synonyms of the original query terms. By expanding user
queries prior to document retrieval, simultaneous searches
for the same “concepts” can be performed, thereby increas-
ing the likelihood that the search results will contain what
the user is looking for. Alternatively, or in addition, the
probabilistic dictionary can be used to supplement the
normal document indexing process, by providing expan-
sions of document terms. For example, the terms found in a
document could be supplemented in the document index
with translations from the probabilistic dictionary, thus
increasing the probability that the document will be located
even by searches that do not use precisely the same terms
found in the original document.

[0101] A problem that may arise when using the transla-
tion techniques described above, is that, due to data sparsity
(e.g., not enough anchors to conclusively determine that
“casa” maps to “house”), or lack of diversity (e.g., all the
anchors say the same thing), the system may be unable to
arrive at sufficiently accurate probabilistic mappings. Thus,
in some embodiments the probabilistic mappings can be
further improved by examining user behavior. Several illus-
trative techniques are described below.

[0102] For example, assume once again that the server
wishes to obtain a translation for “house.” Assume, however,
that the only anchor text that can be found either contains the
phrase “big house” or the phrase “casa grande.” Due to this
lack of diversity in the anchor text, the probabilistic dictio-
nary might arrive at the following mappings:

[0103]
[0104]
[0105]
[0106]
[0107]
[0108]
[0109]
[0110]

[0111] Imagine that a user now queries the search engine
with the term “casa.” At this point, the search engine could
return pages that contain the term “casa,” and also mix in N
results that contain just the term “house” and M results that
contain just the term “big.” In practice, N and M could be
adjusted to take into account the underlying probabilities of
the mappings, so that relatively unlikely mappings would
result in fewer results being displayed. If users were found
to click on results containing just the term “house” ten times
more than they clicked on results containing just the term
“big,” the probabilities of the mappings could, for example,
be adjusted as follows:

house—casa, with 0.5 probability
house—grande, with 0.5 probability
big—casa, with 0.5 probability
big—grande, with 0.5 probability
grande—house, with 0.5 probability
grande—big, with 0.5 probability
casa—>house, with 0.5 probability

casa—big, with 0.5 probability

[0112] house—casa, with 0.9 probability
[0113] house—grande, with 0.1 probability
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[0114] big—casa, with 0.1 probability
[0115] big—grande, with 0.9 probability
[0116] grande—house, with 0.1 probability
[0117] grande—big, with 0.9 probability
[0118] casa—house, with 0.9 probability
[0119] casa—big, with 0.1 probability

[0120] Note that the actual numbers could depend on a
variety of other factors, such as the number of users whose
clicks were taken into account, the number of clicks on
pages containing both the terms, the placement of the results
containing the terms in question amongst the result set,
and/or the like. It should also be appreciated that the
adjusted probabilities given in this example (i.e., 0.1 and
0.9) are for illustrative purposes. One of skill in the art will
appreciate that the actual weighting given to user feedback
such as that described above could be implemented in any
suitable manner.

[0121] Also note that the foregoing example has been
simplified to facilitate explanation of the use of user feed-
back. For example, in some systems it will be possible to
make use of information obtained from other translations to
assist in performing a given translation. For instance, in the
example that has just been presented, even if the term
“house” only appeared in anchor text that said “big house,”
it might still be possible to determine that “house” more
appropriately maps to “casa” than it does to “grande. For
example, if it had already been determined that “big”
mapped to “grande” with a very high probability and over a
sufficiently large data set (and if it were assumed that anchor
text seldom consists of a list of synonyms), then the house-
to-casa mapping could still be given preference over the
house-to-grande mapping, even though the anchors contain-
ing “house” or “casa” were inconclusive.

[0122] The accuracy of the translation and/or the useful-
ness of the search results can also be improved by examining
the user’s query session history. For example, in many cases
the system will know (e.g., through cookies or information
stored in a user’s account at the server) the previous queries
that the user has entered. This historical data can be used to
rank possible senses of the queries from that user, thus
potentially disambiguating “bank™ for fishing-related que-
ries from those related to flying. Thus, this process can be
used to narrow the set of possible translations. In some
embodiments the system may suggest these by displaying
them in connection with a message such as “Did you mean
to search for X” in the user interface (where “X” refers to the
predicted translation preference), while also potentially dis-
playing in the first page of results a small number of results
from each of the possible reformulations. When a user either
selects one of the alternatives suggested by the “did you
mean . . . ” display, or one of the results presented on the
results page, the system will obtain additional evidence
regarding the likely translations of the query word(s), as well
as the likely search bias of the user. Both of these signals can
then be used by the system to update the likelihood scores
for term mappings (e.g., in the probabilistic dictionary), both
in the general case as well as in the user-specific case.

[0123] D. Conclusion

[0124] As described in detail above, methods and systems
consistent with the invention can be used to provide search
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results in response to ambiguous search queries and/or to
translate terms into other character set and/or languages. A
variety of translation and search techniques and systems
have been described. However, it will be appreciated that the
foregoing description has been presented for purposes of
illustration, and that many modifications and variations are
possible in light of the above teachings, or through practic-
ing the invention. For example, although the foregoing
description is based on a client-server architecture, those
skilled in the art will recognize that a peer-to-peer architec-
ture may be used consistent with the invention. Moreover,
although the described implementation includes software,
the invention may be implemented as a combination of
hardware and software or in hardware alone. Additionally,
although aspects of the present invention are described as
being stored in memory, one skilled in the art will appreciate
that these aspects can also be stored on other types of
computer-readable media, such as secondary storage
devices, like hard disks, floppy disks, or CD-ROM; a carrier
wave from the Internet; or other forms of RAM or ROM.
The scope of the invention is therefore defined by the claims
and their equivalents.

What is claimed is:
1. A method comprising:

identifying a first set of anchor text written in a first
format and containing a given term;

identifying a set of documents to which the first set of
anchor text points;

identifying a second set of anchor text written in a second
format and pointing to the identified set of documents;

analyzing the second set of anchor text to determine that
a representation of the given term in the first format
corresponds to a representation of the given term in the
second format.

2. The method of claim 1, in which the first format
comprises a first character set, and the second format com-
prises a second character set.

3. The method of claim 1, in which the first format
comprises a first language and the second format comprises
a second language.

4. The method of claim 1, in which analyzing the second
set of anchor text includes identifying a term that appears
most frequently in the second set of anchor text and desig-
nating the most frequently appearing term as the represen-
tation of the given term in the second format.

5. The method of claim 1, in which analyzing the second
set of anchor text comprises:

calculating a probability that the given term corresponds

to a term in the second set of anchor text.

6. The method of claim 5, in which the probability is
obtained using at least one of Bayesian methods, histogram
smoothing, kernel smoothing, and shrinkage estimators.

7. The method of claim 5, in which the probability that the
given term corresponds to a term in the second set of anchor
text is obtained by dividing the number of occurrences of the
term in the second set of anchor text by the total number of
occurrences of all terms in the second set of anchor text.

8. The method of claim 1, in which analyzing the second
set of anchor text comprises:

calculating a probability that the given term corresponds
to each term in the second set of anchor text.
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9. The method of claim 1, in which analyzing the second
set of anchor text comprises:

identifying a term that appears most frequently in the

second set of anchor text.

10. The method of claim 2, in which the first format is
selected from the group consisting of: romaji, romaja, and
pinyin; and in which the second character set is selected
from the group consisting of: katakana, hiragana, kanji,
hangul, hanja, and traditional Chinese characters.

11. The method of claim 1, in which the documents
comprise web pages.

12. The method of claim 1, further comprising:

obtaining a query written in the first format and contain-
ing the given term;

translating the query into the second format based at least
in part on said analyzing step;

searching a database for information written in the second
format that is responsive to the translated query.
13. The method of claim 12, in which the steps are
performed in the order recited.
14. A search method comprising:

obtaining a query written in a first format from a user;

translating the query into a second format using a proba-
bilistic dictionary, the probabilistic dictionary mapping
terms from the first format to the second format;

searching a database for information responsive to the
translated query; and

returning search results written in the second format to the
user.
15. The search method of claim 14, further comprising:

obtaining search result selections from the user;

using said search result selections to modify the proba-

bilistic dictionary of term mappings.

16. The search method of claim 15, wherein the modifi-
cation comprises adjusting at least one probability associ-
ated with at least one mapping in the probabilistic dictionary.

17. The search method of claim 14, in which the step of
translating the query into the second format includes
expanding the query.

18. The search method of claim 17, in which the expanded
query includes alternative encodings of the query terms.

19. The search method of claim 17, in which the expanded
query includes alternative language translations of the query
terms.

20. The search method of claim 17, in which the expanded
query includes alternative encodings and alternative lan-
guage translations of the query terms.

21. The search method of claim 18, in which the expanded
query includes synonyms of the alternative encodings of the
query terms.

22. A method for creating a probabilistic dictionary, the
probabilistic dictionary mapping terms in a first format to
terms in a second format, the method comprising:

for a given term, identifying a first set of data in the first
format that contains the term;

identifying a second set of data in the second format that
is aligned with the first set of data; and

Dec. 23, 2004

analyzing the second set of data to determine one or more
probabilities with which the given term maps onto one
or more terms in the second set of data.

23. The method of claim 22, further comprising:

adding the given term to the dictionary along with one or
more probabilities with which the given term maps
onto one or more terms in the second set of data.

24. The method of claim 23, further comprising:

repeating, for each term to be added to the dictionary, said
steps of identifying a first set of data, identifying a
second set of data, and analyzing the second set of data.

25. The method of claim 22, in which the first set of data
comprises a first set of anchor text pointing to a set of one
or more web pages, and in which the second set of data
comprises a second set of anchor text pointing to the same
set of one or more web pages.

26. The method of claim 22, in which the first set of data
comprises a set of text written in a first language, and in
which the second set of data comprises the same set of text
written in a second language.

27. The method of claim 22, in which the probability with
which the given term maps onto a term in the second set of
data is calculated by dividing the number of occurrences of
the term in the second set of data by the total number of
terms in the second set of data.

28. The method of claim 22, further comprising:

modifying the probability with which the given term maps
onto a term in the second set of data based, at least in
part, on an analysis of a user’s selection of search
results.

29. The method of claim 22, further comprising:

modifying the probability with which the given term maps
onto a term in the second set of data based, at least in
part, on an analysis of a user’s previous queries.

30. A computer program product embodied on a com-
puter-readable medium, the computer program product
including instructions, which when executed by a computer
system, are operable to cause the computer system to
perform acts comprising:

identifying a first set of anchor text written in a first
format and containing a given term;

identifying a set of web pages to which the first set of
anchor text points;

identifying a second set of anchor text written in a second
format and pointing to the identified set of web pages;

determining a probability that a representation of the
given term in the first format corresponds to a repre-
sentation of the given term in the second format.

31. The computer program product of claim 30, further
including instructions, which when executed by the com-
puter system, are operable to cause the computer system to
perform acts comprising:

modifying the probability that a representation of the
given term in the first format corresponds to a repre-
sentation of the given term in the second format based,
at least in part, on an analysis of a user’s selection of
search results.
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32. The computer program product of claim 30, further
including instructions, which when executed by the com-
puter system, are operable to cause the computer system to
perform acts comprising:

modifying the probability that a representation of the
given term in the first format corresponds to a repre-
sentation of the given term in the second format based,
at least in part, on an analysis of a user’s previous
queries.

33. The computer program product of claim 30, in which
the probability is determined, at least in part, using at least
one of Bayesian methods, histogram smoothing, kernel
smoothing, and shrinkage estimators.

34. A translation method comprising:

identifying a first body of text written in a first format;

identifying a second body of text written in a second
format, the second body of text being aligned with the
first body of text;

creating a dictionary of translations between terms in the
first body of text and terms in the second body of text
by comparing the occurrence of terms in the first body
of text with the occurrence of terms in the second body
of text.

35. A translation method as in claim 34, in which the
dictionary of translations includes one or more probabilities
associated with the translations.

36. A translation method as in claim 34, in which the first
format comprises a first character set and the second format
comprises a second character set.

37. A translation method as in claim 34, in which the first
format comprises a first language and the second format
comprises a second language.

38. A translation method as in claim 34, in which the first
body of text comprises anchor text and the second body of
text comprises anchor text.

39. A method comprising:

receiving a query containing at least one query term
written in a first format;

translating the query term into a plurality of variants
written in a second format; and

using one or more of the variants to search for information
written in the second format that is responsive to the

query.
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40. The method of claim 39, in which the first format
comprises a sequence of numbers entered from a telephone
keypad; and in which the second format comprises alpha-
numeric text.

41. The method of claim 39, further comprising:

obtaining the one or more variants by discarding variants
in the plurality of variants that are not part of a
predefined lexicon.

42. The method of claim 39, further comprising:

obtaining the one or more variants by discarding variants
in the plurality of variants that contain predefined
low-probability character combinations.

43. The method of claim 39, in which the first format
comprises alphanumeric text written in a character set
selected from the group consisting of romaji, romaja, and
pinyin; and in which the second format comprises alphanu-
meric text written in a character set selected from the group
consisting of kanji, katakana, hiragana, hangul, hanja, and
traditional Chinese characters.

44. A method comprising:

receiving a numeric query entered from a telephone
keypad;

translating the numeric query into a group of potential
alphanumeric translations in a first format;

discarding potential translations that are determined to
include predefined low-probability character combina-
tions;

translating the remaining alphanumeric translations from
the first format to a second format using a probabilistic
dictionary; and

performing a search using the alphanumeric translations
in the second format.

45. The method of claim 44, in which the first format
comprises text written in a character set selected from the
group consisting of romaji, romaja, and pinyin; and in which
the second format comprises text written in a character set
selected from the group consisting of kanji, katakana,
hiragana, hangul, hanja, and traditional Chinese characters.



