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METHODS AND SYSTEMS FOR DETERMINING A
MEANING OF A DOCUMENT TO MATCH THE
DOCUMENT TO CONTENT

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application is a continuation-in-part of U.S.
patent application Ser. No. 09/493,701 filed Jan. 28, 2000
entitled “Meaning-Based Advertising and Relevance Deter-
mination,” which is is a continuation-in-part of U.S. Pat. No.
6,453,315 filed Nowv. 1, 1999 entitled “Meaning-Based Infor-
mation Organization and Retrieval,” which claims priority
to U.S. Provisional Patent Application Serial No. 60/155,
667 filed Sep. 22, 1999, all of which are hereby incorporated
in their entirety by this reference, and this application claims
priority to U.S. Provisional Patent Application Serial No.
60/491,422 filed Jul. 30, 2003 entitled “Systems and Meth-
ods of Organizing and Retrieving Information Based on
Meaning,” which is hereby incorporated in its entirety by
this reference.

FIELD OF THE INVENTION

[0002] The invention generally relates to documents.
More particularly, the invention relates to methods and
systems for determining a meaning of a document to match
the document to content.

BACKGROUND OF THE INVENTION

[0003] Documents, such as web pages, can be matched to
other content on the Internet, for example. Documents
include, for example, web pages of various formats, such as
HTML, XML, XHTML,; Portable Document Format (PDF)
files; and word processor and application program document
files.

[0004] One example of the matching of documents to
content is in Internet advertising. For example, a publisher
of a website may allow advertising for a fee on its web
pages. When the publisher desires to display an advertise-
ment on a web page to a user, a facilitator can provide an
advertisement to the publisher to display on the web page.
The facilitator can select the advertisement by a variety of
factors, such as demographic information about the user, the
category of the web page, for example, sports or entertain-
ment, or the content of the web page. The facilitator can also
match the content of the web page to a knowledge item, such
as a keyword, from a list of keywords. An advertisement
associated with the matched keyword can then be displayed
on the web page. A user may manipulate a mouse or another
input device and “click” on the advertisement to view a web
page on the advertiser’s website that offers goods or services
for sale.

[0005] In another example of Internet advertising, the
actual matched keywords are displayed on a publisher’s web
page in a Related Links or similar section. Similar to the
example above, the content of the web page is matched to
the one or more keywords, which are then displayed in the
Related Links section, for example. When a user clicks on
a particular keyword, the user can be directed to a search
results page that may contain a mixture of advertisements
and regular search results. Advertisers bid on the keyword to
have their advertisements appear on such a search results
page for the keyword. A user may manipulate a mouse or
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another input device and “click” on the advertisement to
view a web page on the advertiser’s website that offers
goods or services for sale.

[0006] Advertisers desire that the content of the web page
closely relate to the advertisement, because a user viewing
the web page is more likely to click on the advertisement and
purchase the goods or services being offered if they are
highly relevant to what the user is reading on the web page.
The publisher of the web page also wants the content of the
advertisement to match the content of the web page, because
the publisher is often compensated if the user clicks on the
advertisement and a mismatch could be offensive to either
the advertiser or the publisher in the case of sensitive
content.

[0007] Documents, such as web pages, can consist of
several regions, such as, frames in the case of web pages.
Some of the regions can be irrelevant to the main content of
the document. Therefore, the content of the irrelevant
regions can dilute the content of the overall document with
irrelevant subject matter. It is, therefore, desirable to analyze
a source document for the most relevant regions when
determining a meaning of the source document in order to
match the document to content.

SUMMARY

[0008] Embodiments of the present invention comprise
systems and methods that determine the meaning of docu-
ments to match the document to content. One aspect of an
embodiment of the present invention comprises accessing a
source article, identifying a plurality of regions in the source
article, determining at least one local concept associated
with each region, analyzing the local concepts of each region
to identify any unrelated regions, eliminating the local
concepts associated with any unrelated regions to determine
relevant concepts, analyzing the relevant concepts to deter-
mine a source meaning for the source article, and matching
the source meaning with an item meaning associated with an
item from a set of items. The item can be content itself or
may be associated with content. In one embodiment, the
invention further comprises displaying the matched item on
the source article. In another embodiment, the invention
further comprises displaying content associated with the
item on the source article. Additional aspects of the present
invention are directed to computer systems and computer-
readable media having features relating to the foregoing
aspects.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] These and other features, aspects, and advantages
of the present invention are better understood when the
following Detailed Description is read with reference to the
accompanying drawings, wherein:

[0010] FIG. 1 illustrates a block diagram of a system in
accordance with one embodiment of the present invention;

[0011] FIG. 2 illustrates a flow diagram of a method in
accordance with one embodiment of the present invention;
and

[0012] FIG. 3 illustrates a flow diagram of a subroutine of
the method shown in FIG. 2.

DETAILED DESCRIPTION OF SPECIFIC
EMBODIMENTS

[0013] The present invention comprises methods and sys-
tems for determining the meaning of a document to match
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the document to content. Reference will now be made in
detail to exemplary embodiments of the invention as illus-
trated in the text and accompanying drawings. The same
reference numbers are used throughout the drawings and the
following description to refer to the same or like parts.

[0014] Various systems in accordance with the present
invention may be constructed. FIG. 1 is a diagram illustrat-
ing an exemplary system in which exemplary embodiments
of the present invention may operate. The present invention
may operate, and be embodied in, other systems as well.

[0015] The system 100 shown in FIG. 1 includes multiple
client devices 102a-n, server devices 104, 140 and a network
106. The network 106 shown includes the Internet. In other
embodiments, other networks, such as an intranet may be
used. Moreover, methods according to the present invention
may operate in a single computer. The client devices 102a-n
shown each include a computer-readable medium, such as a
random access memory (RAM) 108, in the embodiment
shown coupled to a processor 110. The processor 110
executes a set of computer-executable program instructions
stored in memory 108. Such processors may include a
microprocessor, an ASIC, and state machines. Such proces-
sors include, or may be in communication with, media, for
example computer-readable media, which stores instructions
that, when executed by the processor, cause the processor to
perform the steps described herein. Embodiments of com-
puter-readable media include, but are not limited to, an
electronic, optical, magnetic, or other storage or transmis-
sion device capable of providing a processor, such as the
processor in communication with a touch-sensitive input
device, with computer-readable instructions. Other
examples of suitable media include, but are not limited to, a
floppy disk, CD-ROM, magnetic disk, memory chip, ROM,
RAM, an ASIC, a configured processor, all optical media, all
magnetic tape or other magnetic media, or any other medium
from which a computer processor can read instructions.
Also, various other forms of computer-readable media may
transmit or carry instructions to a computer, including a
router, private or public network, or other transmission
device or channel, both wired and wireless. The instructions
may comprise code from any computer-programming lan-
guage, including, for example, C, C++, C#, Visual Basic,
Java, and JavaScript.

[0016] Client devices 102a-n may also include a number
of external or internal devices such as a mouse, a CD-ROM,
a keyboard, a display, or other input or output devices.
Examples of client devices 102a-n are personal computers,
digital assistants, personal digital assistants, cellular phones,
mobile phones, smart phones, pagers, digital tablets, laptop
computers, a processor-based device and similar types of
systems and devices. In general, a client device 102a-n may
be any type of processor-based platform connected to a
network 106 and that interacts with one or more application
programs. The client devices 102a-# shown include personal
computers executing a browser application program such as
Internet Explorer®, version 6.0 from Microsoft Corporation,
Netscape Navigator™, version 7.1 from Netscape Commu-
nications Corporation, and Safari™, version 1.0from Apple
Computer. Through the client devices 102a-#, users 112a-n
can communicate over the network 106 with each other and
with other systems and devices coupled to the network 106.

[0017] As shown in FIG. 1, server devices 104, 140 are
also coupled to the network 106. The document server
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device 104 shown includes a server executing a document
engine application program. The content server device 140
shown includes a server executing a content engine appli-
cation program. The system 100 can also include multiple
other server devices. Similar to the client devices 102a-n,
the server devices 104, 140 shown each include a processor
116, 142 coupled to a computer readable memory 118, 144.
Each server device 104, 140 is depicted as a single computer
system, but may be implemented as a network of computer
processors. Examples of server devices 104, 140 are servers,
mainframe computers, networked computers, a processor-
based device and similar types of systems and devices.
Client processors 110 and server processors 116, 142 can be
any of a number of well known computer processors, such
as processors from Intel Corporation of Santa Clara, Calif.
and Motorola Corporation of Schaumburg, I11.

[0018] Memory 118 of the document server device 104
contains a document engine application program, also
known as a document engine 124. The document engine 124
determines a meaning for a source article and matches the
source article to an item, such as, another article or a
knowledge item. The item can be the content itself or can be
associated with the content. The source articles can be
received from other devices connected to the network 106.
Atrticles include, documents, for example, web pages of
various formats, such as HTML, XML, XHTML, Portable
Document Format (PDF) files, and word processor, data-
base, and application program document files, audio, video,
or any other information of any type whatsoever made
available on a network (such as the Internet), a personal
computer, or other computing or storage means. The
embodiments described herein are described generally in
relation to documents, but embodiments may operate on any
type of article. Knowledge items are anything physical or
non-physical that can be represented through symbols and
can be, for example, keywords, nodes, categories, people,
concepts, products, phrases, documents, and other units of
knowledge. Knowledge items can take any form, for
example, a single word, a term, a short phrase, a document,
or some other structured or unstructured information. The
embodiments described herein are described generally in
relation to keywords, but embodiments may operate on any
type of knowledge item.

[0019] The document engine 124 shown includes a pre-
processor 134, a meaning processor 136, and a matching
processor 137. In the embodiment shown, each comprises
computer code residing in the memory 118. The document
engine 124 receives a request for content to be placed on a
source document. Such request can be received from a
device connected to the network 106. The content can
include documents, such as web pages and advertisements,
and knowledge items such as keywords. The preprocessor
134 receives the source document and analyzes the source
document to determine concepts contained in the document
and regions in the document. A concept can be defined using
a cluster or set of words or terms associated with it, where
the words or terms can be, for example, synonyms. A
concept can also be defined by various other information,
such as, for example, relationships to related concepts, the
strength of relationships to related concepts, parts of speech,
common usage, frequency of usage, the breadth of the
concept and other statistics about concept usage in language.
The meaning processor 136 analyzes the concepts and the
regions to eliminate regions unrelated to the main concepts
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of the source document. The meaning processor 136 then
determines a source meaning for the source document from
the remaining regions. The matching processor 137 matches
the source meaning of the source document with a meaning
of an item from a set of items.

[0020] Memory 144 of content server device 140 contains
a content engine application program, also known as a
content engine 146. In the embodiment shown, the content
engine comprises computer code residing in memory 144.
The content engine 146 receives the matched item from the
document server device 104 and places the item or content
associated with the item on the source document. In one
embodiment, the content engine 146 receives a matched
keyword from the matching engine 137 and associates a
document, such as an advertisement, with it. The advertise-
ment is then sent to a requester’s website and placed in the
source document, such as, a frame on a web page, for
example.

[0021] Document server device 104 also provides access
to other storage elements, such as a meaning storage ele-
ment, in the example shown a meaning database 120. The
meaning database can be used to store meanings associated
with source documents. Content server device 140 also
provides access to other storage elements, such as a content
storage element, in the example shown a content database
148. The content database can be used to store items and
content associated with the items, such as keywords and
associated advertisements. Data storage elements may
include any one or combination of methods for storing data,
including without limitation, arrays, hashtables, lists, and
pairs. Other similar types of data storage devices can be
accessed by the server devices 104 and 140.

[0022] Tt should be noted that the present invention may
comprise systems having different architecture than that
which is shown in FIG. 1. For example, in some systems
according to the present invention, the preprocessor 134 and
meaning processor 136 may not be part of the document
engine 124, and may carry out their operations offline. In one
embodiment, the meaning of a document is determined
periodically as the document engine crawls documents, such
as web pages. In another embodiment, the meaning of a
document is determined when a request for content to be
placed on the document is received. The system 100 shown
in FIG. 1 is merely exemplary, and is used to explain the
exemplary methods shown in FIGS. 2-3.

[0023] In the exemplary embodiment shown in FIG. 1, a
user 112a can access a document on a device connected to
the network 106, such as a web page on a website. For
example, the user 1122 may access a web page containing a
story about fly fishing for salmon in Washington on a news
website. In this example, the web page contains four regions,
a title section containing the title of the story, the author and
a one sentence summary of the story, a main story section
containing the text and pictures of the story, a banner ad
relating to selling automobiles, and a link section containing
links to other web pages in the website, such as national
news, weather and sports. The owner of the news website
may desire to sell advertising space on the source web page
and thus, sends a request to the document server 104 via the
network 106 for an item, such as an advertisement, to be
displayed on the web page.

[0024] Inorder to match the source web page with an item,
the meaning of the source web page is first determined. The
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document engine 124 accesses the source web page and may
receive the web page. The source meaning of the web page
may have previously been determined and may be stored in
the meaning database 120. If the source meaning has pre-
viously been determined, then the document engine 124
retrieves the source meaning.

[0025] 1If the source meaning of the web page has not been
determined, the preprocessor 134 first identifies concepts
contained in the web page and regions contained in the web
page. For example, the preprocessor may determine that the
web page has four regions corresponding to the title region,
the story region, the banner ad region and the links region
and that the web page contains concepts relating to salmon,
fly fishing, Washington, automobiles, news, weather, and
sports. The regions do not necessarily correspond to frames
on a web page. The meaning engine then determines local
concepts for each region and ranks all of the local concepts.
A variety of weighing factors can be used to rank the
concepts, such as, the importance of the region, the impor-
tance of the concept, the frequency of the concept, the
number of regions the concept appears in, and the breadth of
the concept, for example.

[0026] The meaning engine 136 then identifies regions
that are unrelated to the majority of the concepts and
eliminates the local concepts associated with them. In the
example, the banner region and the link region do not
contain concepts particularly relevant to the story and thus,
the concepts related to these regions are eliminated. The
meaning engine then determines a source based on the
remaining concepts. The meaning could be a vector of
weighted concepts. For example, the meaning could be
salmon (40%), fly fishing (40%) and Washington (20%).

[0027] This meaning can be matched to an item by the
matching processor 137. The items can include, documents,
such as web pages and advertisements, and knowledge
items, such as keywords, and can be received from the
content server device 140. The items can be stored in the
content database 148. For example, if the items are key-
words, such as, fly fishing, backpacking, CDs, and travel the
matching engine compares the source meaning with mean-
ings associated with the keywords to determine a match.
Biasing factors, such as cost per click data associated with
each keyword, can be used. For example, if the meaning of
the keyword fly fishing is a closer match than the meaning
of the keyword travel, but the advertiser who has currently
bought the keyword travel has a higher cost per click rate,
the meaning engine may match the source meaning with the
keyword travel. Content filters can also be used to filter out
any adult content or sensitive content.

[0028] The matched keyword can be received by the
content server device 140. The content engine 146 associates
an advertisement with the matched keyword and displays it
on the source web page. For example, if the travel keyword
was matched the content engine would display on the source
web page containing the story about fly fishing for salmon
in Washington the advertisement associated with the key-
word travel. If the user 112g points his input device at the
advertisement and clicks on it, the user may be directed to
a web page associated with the advertisement.

[0029] Various methods in accordance with the present
invention may be carried out. One exemplary method
according to the present invention comprises accessing a
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source article, identifying a plurality of regions in the source
article, determining at least one local concept associated
with each region, analyzing the local concepts of each region
to identify any unrelated regions, eliminating the local
concepts associated with any unrelated regions to determine
relevant concepts, analyzing the relevant concepts to deter-
mine a source meaning for the source article, and matching
the source meaning with an item meaning associated with an
item from a set of items. Biasing factors can be used to
match the source meaning with an item meaning. The source
meaning can be a vector of weighted concepts.

[0030] In some embodiments, the method further com-
prises displaying the matched item on the source article. In
these embodiments, the source article can be a web page and
the matched item can be a keyword. Alternatively, the source
article can be a web page and the matched item can be an
advertisement.

[0031] In some embodiments, the method further com-
prises displaying content associated with the matched item
on the source article. In these embodiments, the source
article can be a web page, the matched item can be a
keyword and the associated content can be an advertisement.
Further, the source article can be a first web page, the
matched item can be a second web page and the associated
content can be an advertisement. Alternatively, the source
article can be a first web page, the matched item can be a
second web page and the associated content can be a link to
the second web page.

[0032] In some embodiments, determining at least one
local concept involves determining a score for each local
concept in each region. The local concepts in each region
with the highest scores are most relevant local concepts.
Further, identifying unrelated regions involves first deter-
mining a revised score for each local concept. Next, a ranked
global list is determined containing all local concepts based
on the revised scores. Local concepts whose combined
revised score contributes less than a predetermined amount
of a total score for the global list are removed to produce a
resulting list. Then, unrelated regions with no most relevant
local concepts on the resulting list are determined. Local
concepts associated with the unrelated regions are then
removed from the resulting list to produce a list of relevant
concepts. Moreover, a source meaning is determined by
normalizing the revised scores for the relevant concepts.

[0033] Another exemplary method according to the
present invention comprises accessing a source article, iden-
tifying at least a first content region and a second content
region in the source article, determining at least a first local
concept associated with the first content region and deter-
mining at least a second local concept associated with the
second content region, matching the first content region with
a first item from a set of items based at least in part on the
first local concept, and matching the second content region
with a second item from the set of items based at least in part
on the second local concept.

[0034] FIGS. 2-3 illustrate an exemplary method 200 in
accordance with the present invention in detail. This exem-
plary method is provided by way of example, as there are a
variety of ways to carry out methods according to the present
invention. The method 200 shown in FIG. 2 can be executed
or otherwise performed by any of various systems. The
method 200 is described below as carried out by the system

Dec. 2, 2004

100 shown in FIG. 1 by way of example, and various
elements of the system 100 are referenced in explaining the
example method of FIGS. 2-3. The method 200 shown
provides a determination of the meaning of a source docu-
ment to match the source document to an item.

[0035] Each block shown in FIGS. 2-3 represents one or
more steps carried out in the exemplary method 200. Refer-
ring to FIG. 2 in block 202, the example method 200 begins.
Block 202 is followed by block 204 in which a document is
accessed. The document can, for example, be accessed and
received from a device on the network 106 or other sources.

[0036] Block 204 is followed by block 206, in which a
meaning for the source document is determined. In the
embodiment shown, a meaning is determined for the source
document by separating the document into regions, elimi-
nating unhelpful regions, and analyzing concepts contained
in the remaining regions of the document. For example, in
the embodiment shown, the preprocessor 134 initially deter-
mines concepts contained in the source document and deter-
mines regions in the document. The meaning processor 136
ranks the concepts and removes regions and associated
concepts unrelated to the majority of the concepts. From the
remaining concepts, the meaning processor 136 determines
a source meaning for the document.

[0037] FIG. 3 illustrates a subroutine 206 for carrying out
the method 200 shown in FIG. 2. The subroutine 206
provides a meaning for the source document received. An
example of the subroutine is as follows.

[0038] The subroutine begins at block 300. At block 300,
the source document is preprocessed to determine concepts
contained in the document. This can be accomplished by
natural language and text processing to decipher the docu-
ment into words and then aligning the words with concepts.
In one embodiment, for example, tokens corresponding to
words are first determined by natural language and text
processing and matched to tokens contained in a semantic
network of interconnected meanings. From the matched
tokens, terms are then determined from the semantic net-
work. Concepts for the determined terms are then assigned
and given a probability of being related to the terms.

[0039] Block 300 is followed by block 302, in which
regions of the document are identified. Regions of the
document can be determined, for example, based on certain
heuristics, including formatting information. For example,
for a source document that is a web page that comprises
HTML labels, the labels can be used to aid in identifying
regions. For example, text within <title> . . . </title>tags can
be marked as text in a title region. Text in a paragraph where
more than seventy percent of the text is within tags <a> . .
. </a>can be marked as in a link region. The structure of the
text can also be used to aid in identifying the regions. For
example, text in short paragraphs or columns in a table,
without the structure of a sentence, such as, for example,
without a verb, too few words, or no punctuation to end the
sentence, can be marked as being in a list region. Text in
long sentences, with verbs and punctuation, can be marked
as part of a text region. When the type of region changes, a
new region can be created starting with the text marked with
the new type. In one embodiment, if a text region gets more
than twenty percent of the document, it can be broken in
smaller pieces.

[0040] Block 302 is followed by block 304, in which the
most relevant concepts for each region are determined. In
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the embodiment shown, the meaning processor 136 pro-
cesses the concepts identified for each region to come up
with a smaller set of local concepts for each region. Rela-
tionships between concepts, the frequency of the occurrence
of the concept within the region and the breadth of the
concept can be used in the determination of local concepts.

[0041] Inone embodiment, for each region, every concept
is put in a list. The concepts are ranked on the list by
determining a score for each concept using a variety of
factors. For example, if a first concept has a strong connec-
tion to other concepts, this is used to boost the score of the
first concept and its related concepts. This effect is tempered
by the frequency of occurrence of the first concept and the
focus (or breadth) of the first concept to diminish very
common concepts and concepts that are broader in meaning.
Concepts whose frequencies are above a certain threshold
can be filtered out. Perceived importance of the concept can
also impact the score of the concept. Importance of a
concept can be determined earlier in processing by, for
example, whether words that caused the inclusion of the
concept are marked in bold. After the concepts for each
region are ranked, the least relevant concepts can be
removed. This can be done by choosing a set number of the
highest ranking concepts or removing concepts having a
ranking score below a certain score.

[0042] Block 304 is followed by block 306, in which all of
the local concepts for each region are combined and ana-
lyzed. In the embodiment shown, the meaning processor 136
receives all local concepts for each region and creates a
ranked global list of all local concepts by, for example, a
score for each local concept. Biasing factors such as the
importance of each region can be used to determine the
score. The importance of each region can be determined by
the type of region and the size of a region. For example, a
title region can be considered more important than a links
region and concepts appearing in the title region can be
given more weight than concepts in the links region. Addi-
tional weight can be given to concepts that appear in more
than one region. For example, duplicates of concepts can be
merged and their scores added together. This global list can
then be sorted, and the trailing concepts contributing to less
than twenty percent, for example, of the sum of the scores
can be removed to produce a resulting global list of local
concepts.

[0043] Block 306 is followed by block 308, in which
regions whose main concepts relate to unrelated concepts
are eliminated. In the embodiment shown, the meaning
processor 136 determines unrelated regions, regions con-
taining concepts not related to the majority of concepts and
eliminates them. It should be understood that “related” and
“unrelated” need not be determined using absolute criteria.
“Related” is an indication of a relatively high degree of
relationship, and/or a predetermined degree of relationship.
“Unrelated” is an indication of a relatively low degree of
relationship, and/or a predetermined degree of relationship.
By eliminating unrelated regions, the associated unrelated
concepts are eliminated. For example, if the source docu-
ment is a web page made up of various frames, some of the
frames will relate to advertisements or links to other pages
in the website and, thus, will be unrelated to the main
meaning of the web page.

[0044] In one embodiment, for example, the resulting
global list determined in block 306 can be an approximation
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of the meaning of the document and can be used to remove
the regions that are not related to the meaning of the
document. The meaning processor 136 can, for each region,
determine if the most representative local concepts for the
region are not present in the resulting global list. If the most
representative local concepts for a region are not on the list,
the region can be marked as irrelevant. The most represen-
tative local concepts for a region can be the concepts with
the highest scores for the region as determined in block 304,
for example.

[0045] Block 308 is followed by block 310, in which the
meaning of the source document is determined. In the
embodiment shown, the meaning processor 136 recalculates
the representativeness of the local concepts for the regions
not eliminated to create a relevant list of concepts. These
local concepts on the relevant list can then be culled to a
fixed number of concepts to provide a meaning list and then
normalized to provide a source meaning. For example, a
meaning list can be created using only concepts contained in
relevant regions and all except the twenty-five highest
scoring concepts are removed from the new list. The scores
of the highest scoring concepts can be normalized to provide
a source meaning. In this example, the source meaning can
be a weighted vector of relevant concepts.

[0046] Referring again to FIG. 2, block 206 is followed by
block 208, in which a set of items is received. The items can
be received, for example, by the matching processor 137
from the content server device 140. The items can include
for example knowledge items, such as, keywords, and
documents, such as, advertisements and web pages. Each
item received can have a meaning associated with it. For
keyword meanings, for example, these can be determined
through use of information associated with the keyword as
described in related U.S. patent application Ser. No. s
(Attorney Docket No. 53051/288072) entitled “Methods and
Systems for Understanding a Meaning of a Knowledge Item
Using Information Associated with the Knowledge Item”,
which is hereby incorporated by reference. The meaning of
a document can be determined in the same manner as
described with respect to FIG. 3, for example.

[0047] Block 208 is followed by block 210, in which the
source document is matched to an item. Biasing factors can
be used in the matching process. In one embodiment, for
example, the source meaning is matched with a keyword
meaning associated with a keyword from a set of keywords.
The matching engine compares the source meaning to the
keyword meanings and uses biasing factors, such as cost per
click data associated with the keywords to determine a
match. This matched keyword can then be sent to the content
server device 140. The content engine 146 can match the
matched keyword with its associated advertisement and
display the advertisement on the source document. Alterna-
tively, the content engine can display the keyword itself on
the source document. In another embodiment meanings for
advertisements are matched to the source meaning. In this
embodiment, the content engine 146 can cause the display of
the matched advertisement on the source document. In
another embodiment, meanings for web pages are matched
to the source meaning. In this embodiment, the content
engine 146 can cause the display of an advertisement
associated with the web page. Block 210 is followed by
block 212, in which the method ends.
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[0048] In one embodiment, after the source document is
accessed, the source document is analyzed by the prepro-
cessor 134 to determine content regions of the source
document. Content regions can be regions containing a
substantial amount of text, such as, for example, a text
region or a link region, or can be a region of relative
importance, such as, for example, the title region. These
regions can be determined through use of heuristics as
described above. The preprocessor 134 can also identify
concepts located in each content region as described above.
These concepts can be used by the meaning processor 136
to determine a meaning for each content region. The match-
ing processor 137 can match the meaning of each content
region with a keyword. The content engine 146 can match
the matched keyword with its associated advertisement and
display the advertisement on the source document. Alterna-
tively, the content engine can display the keyword itself on
the source document. In another embodiment, meanings for
advertisements are matched to the region meanings. In this
embodiment, the content engine 146 can cause the display of
the matched advertisement on the source document. In
another embodiment, meanings for web pages are matched
to the region meanings. In this embodiment, the content
engine 146 can cause the display of an advertisement
associated with the web page. In one embodiment, the
advertisements or keywords are displayed in the content
region for which they are matched.

[0049] While the above description contains many specif-
ics, these specifics should not be construed as limitations on
the scope of the invention, but merely as exemplifications of
the disclosed embodiments. Those skilled in the art will
envision many other possible variations that are within the
scope of the invention.

That which is claimed:
1. A method, comprising:

accessing a source article;
identifying a plurality of regions in the source article;

determining at least one local concept associated with
each region;

analyzing the local concepts of each region to identify any
unrelated regions;

eliminating the local concepts associated with any unre-
lated regions to determine relevant concepts;

analyzing the relevant concepts to determine a source
meaning for the source article; and

matching the source meaning with an item meaning

associated with an item from a set of items.

2. The method of claim 1, further comprising displaying
the matched item on the source article.

3. The method of claim 2, wherein the source article is a
web page and the matched item is a keyword.

4. The method of claim 2, wherein the source article is a
web page and the matched item is an advertisement.

5. The method of claim 1, further comprising displaying
content associated with the matched item on the source
article.

6. The method of claim 5, wherein the source article is a
web page, the matched item is a keyword and the associated
content is an advertisement.
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7. The method of claim 5, wherein the source article is a
first web page, the matched item is a second web page and
the associated content is an advertisement.

8. The method of claim 5, wherein the source article is a
first web page, the matched item is a second web page and
the associated content is a link to the second web page.

9. The method of claim 1, wherein matching the source
meaning with an item meaning comprises using biasing
factors.

10. The method of claim 1, wherein the source meaning
is a vector of weighted concepts.

11. The method of claim 1, wherein determining at least
one local concept comprises determining a score for each
local concept, wherein the local concept in each region with
the highest scores are most relevant local concepts.

12. The method of claim 11, wherein identifying unrelated
regions comprises determining a revised score for each local
concept, determining a ranked global list of all local con-
cepts based on the revised scores, removing local concepts
whose combined revised score contributes less than a pre-
determined amount of a total score for the global list to
produce a resulting list, determining unrelated regions with
no most relevant local concepts on the resulting list, and
removing local concepts associated with the unrelated
regions from the resulting list to produce a list of relevant
concepts.

13. The method of claim 12, wherein determining a source
meaning comprises normalizing the revised scores for the
relevant concepts.

14. A computer-readable medium containing program
code, comprising:

program code for accessing a source article;

program code for identifying a plurality of regions in the
source article;

program code for determining at least one local concept
associated with each region;

program code for analyzing the local concepts of each
region to identify any unrelated regions;

program code for eliminating the local concepts associ-
ated with any unrelated regions to determine relevant
local concepts;

program code for analyzing the relevant local concepts to
determine a source meaning for the source article; and

program code for matching the source meaning with an
item meaning associated with an item from a set of
items.

15. The computer-readable medium of claim 14, further
comprising program code for displaying the matched item
on the source article.

16. The computer-readable medium of claim 15, wherein
the source article is a web page and the matched item is a
keyword.

17. The computer-readable medium of claim 15, wherein
the source article is a web page and the matched item is an
advertisement.

18. The computer-readable medium of claim 14, further
comprising program code for displaying content associated
with the matched item on the source article.

19. The computer-readable medium of claim 18, wherein
the source article is a web page, the matched item is a
keyword and the associated content is an advertisement.
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20. The computer-readable medium of claim 18, wherein
the source article is a first web page, the matched item is a
second web page and the associated content is an advertise-
ment.

21. The computer-readable medium of claim 18, wherein
the source article is a first web page, the matched item is a
second web page and the associated content is a link to the
second web page.

22. The computer-readable medium of claim 14, wherein
program code for matching the source meaning with an item
meaning comprises program code for using biasing factors.

23. The computer-readable medium of claim 14, wherein
the source meaning is a vector of weighted concepts.

24. The computer-readable medium of claim 14, wherein
program code for analyzing the relevant local concepts
comprises program code for ranking the relevant local
concepts.

25. The computer-readable medium of claim 1, wherein
program code for determining at least one local concept
comprises program code for determining a score for each
local concept, wherein the local concept in each region with
the highest scores are most relevant local concepts.

26. The computer-readable medium of claim 25, wherein
program code for identifying unrelated regions comprises
program code for determining a revised score for each local
concept, program code for determining a ranked global list
of all local concepts based on the revised scores, program
code for removing local concepts whose combined revised
score contributes less than a predetermined amount of a total
score for the global list to produce a resulting list, program
code for determining unrelated regions with no most rel-
evant local concepts on the resulting list, and program code
for removing local concepts associated with the unrelated
regions from the resulting list to produce a list of relevant
concepts.

27. The computer-readable medium of claim 26, wherein
program code for determining a source meaning comprises
program code for normalizing the revised scores for the
relevant concepts.
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28. A method, comprising:
accessing a source article;

identifying at least a first content region and a second
content region in the source article;

determining at least a first local concept associated with
the first content region and determining at least a
second local concept associated with the second con-
tent region;

matching the first content region with a first item from a
set of items based at least in part on the first local
concept; and

matching the second content region with a second item
from the set of items based at least in part on the second
local concept.

29. The method of claim 28, further comprising display-
ing the matched items on the source article.

30. The method of claim 29, wherein the first item is
displayed in the first content region and the second item is
displayed in the second content region.

31. The method of claim 29, wherein the source article is
a web page and the matched items are advertisements.

32. The method of claim 29, wherein the source article is
a web page and the matched items are keywords.

33. The method of claim 28, further comprising display-
ing first content associated with the first item and displaying
second content associated with the second item on the
source article.

34. The method of claim 33, wherein the first content is
displayed in the first content region and the second content
is displayed in the second content region.

35. The method of claim 33, wherein the source article is
a web page, the matched items are keywords and the
associated content are advertisements.



